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1 Introduction

Improved geographic market integration, i.e. the unification of individual spatial units into larger

interconnected markets, has historically occurred through reductions in transport costs (e.g. Pascali

(2017)) and decreased cross-border trade cost frictions (e.g. Bernhofen & Brown (2005)).

Importantly, market integration has been shown to increase aggregate welfare through more efficient

economic exchange and specialization (Donaldson & Hornbeck, 2016; Donaldson, 2018),

reductions in misallocation (Hornbeck & Rotemberg, 2024), and increased innovation (Andersson et

al., 2023). Assessing the presence and sources of cross-border geographic market segmentation

remains therefore a question of central importance.

Two strategies have emerged to evaluate whether countries are geographically integrated or

segmented. One strategy assesses whether the prices of identical products differ significantly more

between than within countries (e.g. Engel & Rogers (1996); Shiue & Keller (2007)). Although price

differences, or Law of One Price (LOP) deviations, potentially imply the presence of variable trade

cost frictions, this strategy ignores differences in product availability. Therefore, it cannot speak to

the presence of fixed trade cost frictions related to market entry. An alternative strategy evaluates

whether trade shares drop discontinuously at borders (e.g. McCallum (1995)). Differences in trade

shares may indeed capture both differences in prices and product availability and thereby reflect

both variable and fixed trade cost frictions. However, differences in trade shares may also stem from

between-country differences in consumer taste.

In this paper, we develop an integrated framework to assess the presence of cross-border

geographic market segmentation and uncover its sources by measuring the importance of both price

and product availability differences as manifestations of cross-border market segmentation. To

overcome the above-mentioned concerns, we rely on a new dataset and propose a two-step

approach: we first measure price and product availability differences separately from differences in

consumer taste and then derive testable conditions that compare these differences between and

within countries. We show that these conditions are sufficient to detect the presence of variable and

fixed trade cost frictions between countries or states, i.e. cross-border market segmentation, in a

large class of international trade models.

The dataset comprises 68 tradable final good categories and is constructed from detailed

household-level information, covering four EU countries and all US states. It is ideally suited for

three reasons. First, the household-level scanner data provide a comprehensive picture of prices paid
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and product availability. In contrast, scraped or customs data typically only cover varieties available

online or that were imported. Second, in addition to observing consumers’ purchasing behavior, we

also observe detailed household characteristics such as the location of residence. This enables us to

spatially disaggregate the dataset and exploit within- and between-country variation in prices and

product availability. Finally, the potentially segmented nature of the European Single Market has

been suggested as one important reason why European living standards have fallen behind US living

standards.1 By assessing whether and to which extent cross-border market integration is (still)

weaker in the EU than in the US we complement recent work by Head & Mayer (2021) and

contribute to this ongoing policy debate.

A first look at the data reveals that there are considerable price and product availability differences

between European countries, while such differences are marginal within countries. More specifically,

absolute price differences are on average 19% between regions belonging to different EU countries,

and the share of common varieties in two regions belonging to different EU countries is usually

below 25%. In stark contrast, price and product availability differences between US states are small

and very comparable to the differences within US states. Although these findings are suggestive of

cross-border market segmentation, they do not reveal the relative importance of price and product

availability differences and how they relate to cross-border variable and fixed trade frictions.

To this end, we propose a two-step approach. In the first step, we leverage the fact that cost-of-

living differences between regions can be decomposed into differences in prices, product availability,

and remaining differences in consumer taste. In the second step, we develop a spatial differencing

approach that isolates variation in prices and product availability between countries or states from

variation within them and provide conditions when this test is sufficient to detect variable and/or

fixed trade cost frictions between countries or states. We now elaborate in more detail on both steps.

In the first step, we build a theoretical model of consumer behavior and derive an expression for

regional cost-of-living differences. We model preferences as a nested CES demand system, with one

nest at the firm level and one at the variety level. We use the CES framework as it is the workhorse

framework to understand the gains from market integration and to conduct policy counterfactuals

(e.g. Arkolakis et al. (2012) and Allen et al. (2020)). Given a restriction on the region-specific

average consumer taste level, regional cost-of-living differences can be conveniently decomposed into

1On page 3 of "The future of European competitiveness – A competitiveness strategy for Europe", the Draghi report
puts it forcefully: “We have also left our Single Market fragmented for decades, which has a cascading effect on our
competitiveness.”
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three terms: (1) expenditure-weighted average LOP deviations, (2) differences in product availability,

and (3) pure taste differences (see Redding & Weinstein (2020) for an analogous decomposition of

cost-of-living changes over time). This step enables us to measure the two manifestations of cross-

border market segmentation in a common unit, while empirically separating them from differences

in consumer taste. After estimating the elasticities of substitution, we find that product availability

differences, compared to price differences, explain a considerably larger share of the unconditional

variance of regional cost-of-living differences in both the EU and the US.

In the second step, we consider a spatial differencing strategy that delivers testable conditions

to detect cross-border market segmentation. In the spirit of Santamaria et al. (2020), we compare

price and product availability differences between regions belonging to different countries with those

between regions of the same country. By focusing on geographically similar region pairs, we filter

out price and product availability differences that would be present regardless of cross-border market

segmentation, for instance, due to unobserved transport costs. We show that under commonly made

additional restrictions on the market environment and technology, i.e. unbounded marginal utility

at zero consumption and non-increasing marginal costs of production, this strategy is sufficient to

detect the presence of variable and fixed trade cost frictions between countries, and thus both sources

of cross-border geographic market segmentation.

Implementing our spatial differencing strategy yields three main results. First, cost-of-living

differences are roughly 2.5 times larger between than within EU countries. In contrast, cost-of-living

differences are only marginally larger between US states compared to within US states. The cost-of-

living differences between countries are for a large part driven by taste differences. This stresses that

it is quantitatively important to control for taste differences when assessing the presence of cross-

border market segmentation.

Second, both price and product availability differences are significantly higher between than

within EU countries. Although price and product availability differences are also significantly

higher between than within US states in a statistical sense, the differences are quantitatively small.2

This point is further corroborated by comparing the estimated effects—the difference in between-

and within-country price and product availability differences—to a distribution of placebo estimates.

These placebo estimates are constructed by comparing price and product availability differences

2These findings for the US are also in line with those of Broda & Weinstein (2008). Focusing on LOP deviations and
abstracting from product availability differences, they find that the distance-equivalent border effect between the US and
Canada is small.
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only between region pairs within the same country or state. Whereas the differences in price and

product availability between and within US states fall firmly within the 5th and 95th percentiles of the

placebo distribution, we strongly reject the hypothesis that price and product availability differences

between and within EU countries are drawn from the placebo distribution. Under the

aforementioned restrictions on the market environment and technology, our testable conditions

imply that variable and fixed trade cost frictions still geographically segment the final goods markets

of European countries, but not of US states. Our findings concerning the EU trade frictions are

particularly noteworthy, since we focus on a subset of EU countries who have been part of the

Single Market for the longest time.

Third, product availability differences between European countries quantitatively dominate price

differences. In particular, price differences are around 10 percentage points larger between than

within EU countries. In contrast, differences in product availability are roughly 30% larger between

EU than within countries. Hence, in terms of cost-of-living differences, this suggests that

cross-border segmentation through fixed trade cost frictions is three times more important than

segmentation stemming from variable trade cost frictions, even though the latter has received the

most attention in the literature.

Related literature and outline We contribute to three strands of literature. First, our paper relates

to a vast literature on measuring cost-of-living differences using CES-type preferences.

Cost-of-living indices now account for changes in prices (Sato, 1976; Vartia, 1976), variety

(Feenstra, 1994; Broda & Weinstein, 2006) and consumer tastes (Redding & Weinstein, 2020). The

predominant focus has, however, been on cost-of-living changes over time, and comparatively less is

known about differences in space. Although cost-of-living differences within countries (Handbury

& Weinstein, 2015; Feenstra et al., 2020) and between countries (Argente et al., 2021; Cavallo et al.,

2023) have been separately investigated, there is no prior work that jointly studies within- and

between-country variation in prices and product availability. As emphasized in Anderson &

Wincoop (2004), combining such variation is crucial to separate cross-border market segmentation

from within-country frictions, such as transport costs. Theoretically, we make progress by

developing an approach that maps spatial price and product availability differences to the presence

of variable and fixed trade costs. Empirically, we find that product availability differences are

quantitatively the most important manifestation of cross-border market segmentation in the EU,

whereas US states are well integrated.
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Second, we complement the literature that links international price differences for commonly

available products to cross-country trade costs (Goldberg & Knetter, 1997). Early studies relying

on price index data found immense LOP deviations (Engel & Rogers, 1996; Crucini et al., 2005)

and although this was partly due to aggregation biases (Broda & Weinstein, 2008; Gorodnichenko &

Tesar, 2009), variety-level price data re-affirmed the presence of considerable (albeit smaller) price

differences between countries (Goldberg & Verboven, 2001; Gopinath et al., 2011; Fontaine et al.,

2020; Beck et al., 2020). Nevertheless, the set of commonly available products is typically small

and the literature lacks a unifying framework that accounts for both price and product availability

differences as manifestations of cross-border market segmentation. We develop such a framework

and a practical test to detect variable and fixed trade cost frictions. This shows that differences in

product availability are quantitatively much more important than price differences as a manifestation

of cross-border market segmentation in the EU.

Finally, we contribute to a large literature that aims to measure cross-border market

segmentation by comparing domestic and international trade flows (McCallum, 1995; Anderson &

Wincoop, 2003; Santamaria et al., 2020). Head & Mayer (2021) combine regional trade data for the

EU and the US to compare the evolution of trade barriers in the US and the EU. However, because

this literature relies on aggregate trade flows, controlling for taste differences has remained elusive

when assessing the presence of cross-border market segmentation. To accomplish this, we estimate

cost-of-living differences to measure price and product availability differences separately from

differences in consumer taste. Consistent with Redding & Weinstein (2024), who use trade data and

a related decomposition to argue that product availability and taste are key drivers of country-level

revealed comparative advantage, we find large differences in taste between countries. In contrast to

their work, our aim is to detect the sources of cross-border market segmentation by comparing

between- and within-country variation in price and product availability differences while keeping

differences in taste constant.

Section 2 provides more detail on the data, and section 3 provides motivating evidence for moving

beyond price differences when studying geographic market segmentation. Section 4 introduces our

structural framework. The first step (subsection 4.1) computes and decomposes regional cost-of-

living differences into taste, price and product availability differences. The second step (subsection

4.2) develops our spatial differencing strategy to detect geographic market segmentation. Finally,

section 5 implements the two-step approach to assess the presence of geographic market segmentation
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across EU countries and US states, and section 6 concludes.

2 Data

We rely on household-level scanner data comprising 68 tradable fast-moving consumer goods

(FMCG) categories during a relatively stable period from 2010 until 2019, omitting the trough of the

financial crisis and the start of the COVID-19 pandemic. The data are gathered by country-specific

market research firms that provide a panel of households with a scanning device to register for each

transaction the barcode, the retail chain and the number of units, volume, and tax-inclusive monetary

value.

Scanner data offer three distinct advantages to study cross-border market segmentation. First,

as GS1 globally manages the allocation of barcodes such that one barcode identifies at most one

variety, LOP deviations will not stem from differences in unobserved product characteristics. Second,

alongside price information, scanner data also record the purchased volume. This is essential to

estimate a structural model of demand and separate spatial differences in tastes from differences in

prices and product availability. Finally, in contrast to trade data, scanner data also comprise local

varieties, which typically account for a substantial share of final expenditure (Burstein et al., 2005;

Eaton et al., 2011). Importantly, as our sample countries rely on the same barcode system, we can

credibly exploit within- and between-country variation in product availability.

We focus on Belgium, France, Germany, The Netherlands and the US for two reasons.3 First,

the European countries are potentially among the most integrated countries in the European Single

Market (ESM). They are founding countries of the ESM, share legal origins, have commonly spoken

languages and use a common currency. Hence, our results are likely a lower bound on the level of

integration between other EU countries. Second, we compare country-level integration in the EU to

integration between US states. Like EU countries, US states also have important legislative power

regarding the distribution of products and indirect taxation. In addition, European policymakers often

consider integration between US states as a model for European integration. For consistency, we will

use the terms countries and states interchangeably in the rest of the paper.

By observing where households live, we can disaggregate prices, quantities, and product avail-

3The market research firm is GfK in Belgium, Germany, and the Netherlands, and Kantar in France, and we were
granted access to these data by AiMark (Advanced International Marketing Knowledge). The US data comes from
NielsenIQ and is accessed through the Kilts Center of the University of Chicago’s Booth School of Business.
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ability at the regional level and compare between- and within-country variation in prices and product

availability. Using concordance tables from Eurostat, we match EU ZIP codes to their corresponding

NUTS-2 (rev. 2013) level. This yields 83 regions across four EU countries and an average number

of sampled households per region-year between 527 and 1,784 depending on the country (see Table

B.3). Similarly, we further disaggregate US states by defining regions at the Designated Market

Area (DMA) level. DMAs are geographic regions that receive similar radio, television and broad-

cast channels. As they are exposed to very similar advertising efforts, they serve as natural markets

within US states. To ensure a minimum number of sampled households, we restrict the set of US

states to 43. This yields 124 regions and an average of 755 households per region-year (Table B.3).

Our sample includes 68 FMCG categories, ranging from food, alcoholic and non-alcoholic

beverages to personal care items. Although these items represent only around 15% of total final

consumer spending, they represent two-thirds of final consumer spending on goods and are much

more tradable than services included in the CPI.4 The transaction data records purchases at the

barcode level, which corresponds to an 8- or 13-digit EAN code in Europe and a UPC in the US. We

refer to barcodes, e.g. 6-pack 330ML Can Coca-Cola Regular, as distinct varieties within a

category.5 We combine package information contained in the barcode descriptions with information

about units sold, volume sold and expenditure to compute quantity consumed and prices per liter,

kilogram or unit (as the ratio of expenditure and quantity sold).6

Although we refer to barcodes as distinct varieties, firms may sometimes deliberately attach

different barcodes to very similar (or even identical) varieties across countries. This may limit

parallel imports by distributors, or distributors may attach different barcodes when they repackage

products before selling them to final consumers. Relying solely on the set of common barcodes

across countries could therefore overestimate product availability differences between countries. To

address this issue, we rely on data from GS1 that links barcodes to firm identifiers. This allows us to

study differences in product availability at both the variety and the firm level.7 Using this data, we

4Trade in services is often subject to the need for face-to-face interactions and occupational licensing. For instance,
Muñoz (2024) shows that trade in services via the EU’s worker posting policy is much smaller compared to trade in
goods.

5Generally, barcodes carry a 13-digit identifier. However, there is a small set of varieties that are sold in small
packages, e.g. spices or small shampoo bottles, or that are individually sold, e.g. small soda bottles. These varieties have
a smaller 8-digit identifier.

6In the EU, barcode descriptions are provided by the local affiliate of the market research firms. In a limited number
of cases the exact barcode description for identical barcodes differs across countries. We treat this as measurement error
and associate each barcode with one common package size across countries.

7See Hottman et al. (2016) for a similar approach and appendix B.2 for more detail on our exact procedure.
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associate a firm with a barcode for about 75% to 85% of all expenditures depending on the country

(see Table B.2).8 To check the quality of the firm identifier, we replicate the descriptive statistics on

the firm size distribution documented by Hottman et al. (2016) in Tables F.1 - F.4. The patterns we

recover are very similar across countries and closely replicate those reported by Hottman et al.

(2016) for US scanner data.

To account for geographic differences between regions, we complement the consumption data

with geographical data from additional data sources. First, we use data from Eurostat’s GISCO

services and from the US Counties database from simplemaps.com to obtain longitudes and

latitudes for each of the ZIP codes.9 We determine the population-weighted centroids of each region

to compute great circle distances between them and the remoteness of each region. Second, we use

the ruggedness measures constructed in Nunn & Puga (2012) to measure whether regions differ in

terms of the ruggedness of the terrain they entail.

3 Reduced-form evidence

This section documents that differences in prices and product availability are considerably larger

between EU countries than within. These differences are also much larger than the differences

between US states. Taken together, this motivates the development of a unifying framework to

measure the relative importance of both manifestations of market segmentation in section 4.

3.1 Price and product availability differences

Price differences. We start by documenting LOP deviations at the variety level. To compute LOP

deviations we first calculate average prices per variety for each European and US region and year.

For each variety and year, we then compute, separately for the EU and the US, log price differences

between all region pairs for which there exists a price observation. In line with much of the LOP

literature, we do not observe production locations. This implies that there is not a natural ranking

of price levels, e.g. higher prices further from production locations. For this reason, throughout

the paper, we do not study the level or sign but rather the absolute size of these price differences.

8When we cannot allocate a firm identifier this is usually because the barcode does not follow the 13-digit EAN
standard or because it does not have an associated brand. Non-standard 13-digit codes are prevalent in Belgium, Germany,
and the Netherlands in categories that contain a large share of fresh produce, e.g. fresh vegetables, fresh meat, etc.

9simplemaps.com combines data from the US Census Bureau and the Bureau of Labor Statistics.
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In particular, we take the absolute value of the log price differences and consider absolute LOP

deviations. Finally, as prices may vary with local demand conditions (e.g. (Handbury, 2021; Diamond

& Moretti, 2024)), prices for the same product might differ even within countries. Because we are

interested in the question of whether the price differences are larger between countries (or states)

than within them, we compare the distribution of absolute LOP deviations between international and

domestic region pairs. For the US, “international” and “domestic” region pairs refer to region pairs

of different and the same states.

Figure 1 presents the conditional distributions of the absolute LOP deviations for international

and domestic region pairs. Figure 1a focuses on the EU and Figure 1b on the US. Within EU

countries, many absolute price differences are close to zero and the average absolute LOP deviation

is 4.6%. Between EU countries, the share of near zero LOP deviations is much smaller and the

average absolute LOP deviation is 19.3%. In contrast, the distributions of absolute price differences

between and within US states closely overlap. Consistent with the averages reported in Gopinath et

al. (2011), who rely on store-level data from one retailer, LOP deviations are 8.9% within US states

and only around 1.4% larger between them. Appendix H shows that the same patterns hold for

subsamples of only branded and private label varieties and only branded varieties. In addition, when

we compute price differences within the same retail chain, we find very similar results, suggesting

that these differences do not arise because only a small set of distributors are active in multiple

countries.

Differences in product availability. The set of varieties for which we can compute LOP deviations

between European international region pairs is quite small relative to the total set of varieties in each

of the regions. For this reason, we now look at product availability differences by computing two

intuitive measures: one measure based on counts, the other on expenditures. First, consider the

variety level. Define Bp,lt as the set of the consumed varieties in region l at time t in category

p, and Bkl
p as the set of varieties that are available in both region l and region k over all periods,

i.e. Bkl
p ≡ (∪2019

t=2010Bp,kt) ∩ (∪2019
t=2010Bp,lt). The variety-level counts-based and expenditure-based

availability measures are then defined as follows:

NB,kl
p,t ≡ 1−

∑
i∈Bp,lt

1
(
i ∈ Bkl

p

)
|Bp,lt|

, λB,kl
p,t ≡ 1−

∑
i∈Bp,lt

Epfi,lt1
(
i ∈ Bp,kl

p

)∑
i∈Bp,lt

Epfi,lt
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Figure 1: LOP deviations

(a) European Union
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(b) United States of America
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Notes: This figure plots the conditional distributions of absolute LOP deviations for all EU and US region pairs in panels
1a and 1b respectively. The unit of observation is a variety-year- region pair. We bin the absolute LOP deviations into
40 separate bins and compute for each bin the number of transactions that fall into each bin. Finally, we right-censor the
absolute deviations at 1 log point. The dark grey bars plot the distribution for domestic region pairs and the light grey
bars do the same for international pairs. For each conditional distribution, we show the associated conditional mean value
in the top-right corner in a color in accordance with the plots.

where Epfi,lt is the expenditure on variety i supplied by firm f in category p in location l at time t.

The availability measures have bounded support between zero and one: if any two regions consume

only common varieties, the measures are zero; if they have no varieties in common, the measures

are one. Now, consider the firm level. Define Fp,lt as the set of the firms selling in region l at time

t, and Fkl
p as the set of firms that sell to both region l and region k in category p over all periods,

i.e. Fkl
p ≡ (∪2019

t=2010Fp,kt) ∩ (∪2019
t=2010Fp,lt). The two availability measures at the firm level are then

analogously defined as follows:

NF,kl
p,t ≡ 1−

∑
f∈Fp,lt

1
(
f ∈ Fkl

p

)
|Fp,lt|

, λF,kl
t ≡ 1−

∑
f∈Fp,lt

Epf,lt1
(
f ∈ Fkl

p

)∑
f∈Fp,lt

Epf,lt

where Epfi,lt and is the expenditure on firm f in category p in location l at time t. As product

availability may also differ within countries (Handbury & Weinstein, 2015; Feenstra et al., 2020), we

will compare between-country product availability differences to within them.

Figure 2 shows the conditional distributions of the count-based availability measures across

region pairs and years. Figures 2a and 2c plot these distributions for the European region pairs, and

show there is limited overlap between the distributions for international and domestic region pairs.

According to Figure 2a, domestic region pairs have on average 79% of varieties in common,
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whereas international region pairs have on average only 9% of varieties in common. According to

Figure 2c, the difference between the distributions of international and domestic region pairs is

somewhat smaller at the firm level, but it remains stark: domestic region pairs have on average 83%

of firms in common, while international pairs have on average 19% of firms in common.

Figures 2b and 2d plot the distributions for US regions. This reveals a very different picture, in

line with the results for LOP deviations. “Domestic” region pairs (i.e. pairs within the same US state)

have on average 76% of varieties in common, while “international” region pairs (from different US

states) still have 64% of varieties in common. Furthermore, domestic and international region pairs

have respectively 86% and 77% of firms in common.

Three considerations come to mind. First, the US regions (DMAs) tend to be somewhat larger

than those in the EU (NUTS). This might affect the magnitudes of the within-country differences

and therefore the between- and within-country comparisons. However, Figure 2 shows that the

within-country product availability differences are very similar in the EU and the US. Also, from

Figure 1, the increase in between-country price differences relative to within-country price

differences within the EU is much larger than the difference in within-country price differences

between the EU and the US. Second, even though our data covers the universe of stores, we might

classify some commonly available fringe varieties as unavailable because the data is build from

household surveys and those varieties were not consumed by the sampled households. Although we

cannot rule this out entirely, we expect that this will not affect our results qualitatively. This is

because we define the set of commonly available varieties over the full ten years of data. Hence, a

variety is not commonly available if it has not been consumed by any of the sampled households

over a ten year period. Furthermore, even if fringe varieties would matter in terms of counts, they

are unlikely to impact the expenditure-based measures and Appendix H confirms that the same

patterns hold for the expenditure-based availability measures. As a robustness check, we

nevertheless considered the strategy of Handbury & Weinstein (2015), who adopt tools from

bio-statistics to estimate the share spend on common varieties across US states when the data is

based on household samples, and we found only small quantitative differences. Third, one might

wonder whether the differences in product availability between EU countries are due to private

labels being sold by national retailers that do not sell in other countries. Appendix H assesses this

and demonstrates that the same large differences in product availability occur within a subsample

that exclusively focuses on varieties that are not tied to particular retailers.
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Figure 2: Differences in product availability: Count-based
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Notes: This figure plots the distribution for the count-based product availability measures across region pair-year ob-
servations. The dark grey bars plot the distribution for domestic region pairs and the light grey bars do the same for
international pairs. Figures 2a and 2c plot the variety- and firm-level measures for Europe. Figures 2b and 2d show the
variety- and firm-level measures for the US. For each distribution, we show the associated conditional mean value in the
top-right corner in a color in accordance with the plots.

3.2 Distance versus borders

Apart from cross-border geographic market segmentation, geographic factors may also explain why

LOP deviations and product availability differences are larger for international than domestic region

pairs. To disentangle geographic factors from country borders, we estimate border effects separately

for European and US regions using a very similar specification as McCallum (1995) and Engel &
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Rogers (1996). More specifically, we estimate:

yklpi,t = βln
(
Distancekl

)
+ γBkl + θl + θk + λp,t + εklpi,t (1)

where yklpi,t is either the variety-level LOP deviation or one of the measures for product availability

differences. Bkl is a dummy variable equal to one when region pair kl is an international pair and

zero otherwise, and Distancekl is the population-weighted great circle distance between the regions.

We add fixed effects for each region in the region pair, i.e. θl and θk, to control for the fact that certain

regions may be characterized by systematically different prices or product availability , for instance

due to their geography. This mirrors the need to control for multilateral resistance terms in gravity

equations (Anderson & Wincoop, 2003). Finally, we include category-year fixed effects to focus on

cross-sectional variation.

Table 1 provides the results of estimating Equation (1) for EU regions in panel (a) and for US

regions in panel (b). First, columns (1) and (2) show the results for absolute LOP deviations. Ac-

cording to column (1), which does not control for distance, price dispersion is roughly 17% higher

between EU countries than within EU countries. In contrast, price dispersion is on average only

1.5% higher between US states than within US states. However, price dispersion could also increase

with distance between regions. Column (2) confirms that price dispersion indeed increases with the

distance between both EU and US regions. While controlling for distance reduces the border effect

between US states by almost an order of magnitude (from 1.5% to 0.35%), the border effect be-

tween EU regions remains almost unchanged. Consistent with Beck et al. (2020), even conditional

on distance between regions, absolute LOP deviations remain about 16% larger between EU regions

than within them. Interestingly, while Broda & Weinstein (2008) report within-country price disper-

sion in the US and Canada that is very comparable to price dispersion within EU countries, they

estimate that price dispersion only jumps by 7% at the US-Canada border. Hence, from the point of

view of price dispersion, EU borders rather resemble the US-Canada border than US state borders.

Second, in line with our earlier Figure 2, product availability differences are larger between

international region pairs relative to domestic region pairs. Columns (3), (5), (7) and (9) show that,

depending on the measure, differences in product availability are 70% and 74% larger at the variety

level and 47% and 67% larger at the firm level between EU countries than within EU countries. In

the US, the difference in product availability differences is only 11% and 12% at the variety level

and 4% and 9% at the firm level, depending on the measure. In light of the work by Broda &

14



Weinstein (2008) and Argente et al. (2021), who document that roughly 7.5% and 10% of varieties

are shared between the US and Canada and the US and Mexico respectively, the EU borders also

seem to mirror the US-Canada and US-Mexico borders in terms of product availability. To

understand whether this border effect also partially captures the effect of distance between regions,

columns (4), (6), (8) and (10) additionally control for the distance between regions. As with price

dispersion, conditional on distance, the estimated differences in product availability between EU

countries relative to within EU countries remain very close to the unconditional estimates. However,

controlling for the distance between US regions reduces the estimated differences in product

availability differences by an order of magnitude. While the count-based product availability

differences are reduced to a little over 1% conditional on the distance between regions, the

expenditure-based measures are barely significantly different from zero.

Finally, to see whether price and product availability converged over time, i.e. that LOP deviations

and product availability differences declined over the considered period, we also estimated a more

restrictive version of Equation (1) with category fixed effects λp and a trend variable. Table H.3

shows that the coefficients reported in Table 1 remain virtually identical and that the trend variable is

quantitatively very small (although often statistically significant). Altogether, there is little evidence

of convergence in price and product availability from 2010 to 2019 in both the EU and the US. This

motivates the cross-sectional focus in the rest of the paper.

Taking stock, conditional on geographic distance, price and product availability differences

between US states are quite similar to differences within US states. In stark contrast, differences in

price and product availability between European countries are much greater relative to within EU

country differences. There are, however, two open questions. First, how do the variation in price

differences and product availability differences quantitatively compare? Second, does the variation

in prices and product availability map into the presence of variable and fixed trade frictions and thus

the presence of cross-border market segmentation? In the next section, we design a two-step

approach to answer these questions and detect cross-border geographic market segmentation.

4 Empirical Framework: Two-step approach

The empirical approach to detecting the sources of cross-border market segmentation consists of

two steps. In the first step, we borrow from the literature on estimating cost-of-living differences and
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describe how assumptions about consumer behavior allow us to measure regional cost-of-living

differences and decompose them into LOP deviations, differences in product availability, and

remaining taste differences.10 Crucially, this step delivers a measurement of the two manifestations

of geographic market segmentation, LOP deviations and differences in product availability, in terms

of a common unit which enables us to compare their relative magnitude. In the second step, we

design a spatial differencing strategy in which we compare price and product availability differences

between countries to price and product availability differences within countries. This strategy serves

two purpose. First, it permits us to separate variation in price and product availability differences at

market boundaries from natural variation due to transport costs. Second, under standard assump-

tions in international trade, i.e. unbounded marginal utility at zero consumption and non-increasing

marginal costs of production, we show that discontinuous variation in prices and product availability

at market boundaries reflect the two sources of cross-border market segmentation.

4.1 Regional cost-of-living differences

Consumer preferences. Within each region consumers derive utility from a triple nested utility

system. As we consider category-level cost-of-living differences below, we assume only that the final

good aggregator is separable across the set of categories P , e.g. a Cobb-Douglas aggregator, but we

leave its functional form unspecified:

U(Clt) = Flt

(
{Cp,lt}Pp=1

)
,

where Flt(·) is the final good aggregator which can be region-specific and time-varying. Hence, we

allow for differences and changes in market size that may affect product availability in the presence

of fixed costs. Cp,lt is the consumption level in region l of category p at time t. Consumption

bundles Cp,lt comprise two CES-utility nests that sequentially aggregate the consumption of

individual varieties. Although our empirical framework can accommodate observed consumer

heterogeneity and non-homothetic preferences, we focus on homogeneous and homothetic

preferences. This is because Figure I.1 shows that household characteristics, i.e. age, size and

income, are not statistically different between international and domestic region pairs.

In the middle nest, consumers allocate Cp,lt to different firms, denoted by f , that supply at least

10To stay close to the literature on cost-of-living differences and to avoid confusion, we will refer to differences in
unit expenditure as cost-of-living differences even though our data only represents a part of the CPI basket.
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one variety in that category and region subject to the following aggregator:

Cp,lt =

 ∑
f∈Ωp,lt

(ξpf,ltCpf,lt)
ηp−1

ηp


ηp

ηp−1

,

where Ωp,lt is the set of firms that supply at least one variety in category p in region l at time t

and Cpf,lt is the firm-level consumption level.11 We refer to ξpf,lt as consumer taste for firm f in

category p in region l at time t. In principle, ξpf,lt represents both horizontal differentiation, or taste,

and vertical differentiation, or quality. As we compare spatial variation in prices and consumption

levels of identical varieties, ξpf,lt captures only differences in consumer taste. Finally, ηp denotes the

constant elasticity of substitution across firms, which is allowed to vary across categories.

In the lower nest, consumers allocate Cpf,lt to individual varieties, denoted by i, subject to another

CES-utility aggregator:

Cpf,lt =

 ∑
i∈Ωpf,lt

(ξpfi,ltCpfi,lt)
σp−1

σp


σp

σp−1

,

where Ωpf,lt is the set of varieties supplied by firm f in category p in region l at time t and Cpfi,lt is

the variety-level consumption level. ξpfi,lt captures consumer taste for variety and σp is the elasticity

of substitution across varieties, which is also allowed to vary across categories.12 Because the utility

function is homogeneous of degree 1 in firm-level consumer tastes, it is impossible to distinguish

between changes in firm-level consumer tastes ξpf,lt and changes in variety-level consumer tastes

ξpfi,lt. It will prove convenient to normalize the geometric average of ξpfi,lt across all varieties

provided by firm f in region l to be time-invariant:

ξ̃pf,lt ≡

 ∏
i∈Ωpf,lt

ξpfi,lt

 1
Npf,lt

=

 ∏
f∈Ωpf,lt+1

ξpfi,lt+1

 1
Npf,lt+1

≡ ξ̃pf,lt+1. (2)

where Npf,lt ≡ |Ωpf,lt|.13 Under this normalization, shifts in consumer taste in region l affecting all

varieties equally are captured through changes in ξpf,lt, and relative changes in consumer taste across

11Even though there is a firm-level nest within each product category, we allow for multi-category or multi-sector
firms as the same firm can appear in multiple product categories.

12The consumption level Cpfi,lt enters symmetrically for branded and private label products in the preference system.
For private label products, the retailer that offers the product is considered to be a firm, and the individual product enters
as a variety.

13Hottman et al. (2016) consider a very similar normalization by putting them equal to 1 at all times.
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varieties supplied by the same firm are captured by relative changes in ξpfi,lt.

Cost-of-living level. If consumers minimize expenditure, conditional on the utility level they wish

to attain, then the associated unit expenditure functions at the category and firm level are given by:

Pp,lt =

 ∑
f∈Ωp,lt

(
Ppf,lt

ξpf,lt

)1−ηp

 1
1−ηp

, Ppf,lt =

 ∑
i∈Ωpf,lt

(
Ppfi,lt

ξpfi,lt

)1−σp

 1
1−σp

, (3)

where Ppfi,lt is the price of variety i in region l at time t. Because the utility functions are homoth-

etic, differences in the cost of living across regions coincide with differences in the unit expenditure

functions.

Decomposing cost-of-living differences. To decompose cost-of-living differences between any

two regions k and l, we start at the firm level and define the expenditure share spent on firms that sell

to region k and region l in category p relative to all expenditure in region l in category p, λkl
p,lt, and

the common market share of firm f in category p, Skl
pf,lt, as:

λkl
p,lt ≡

∑
f∈Ωkl

p
Ppf,ltCpf,lt∑

f∈Ωp,lt
Ppf,ltCpf,lt

, Skl
pf,lt ≡

Ppf,ltCpf,lt∑
f∈Ωkl

p
Ppf,ltCpf,lt

,

where Ωp,lt is the set of firms selling to region l in category p at time t, and Ωkl
p is the set of firms that

sell both to region k and region l in category p, i.e. Ωkl
p ≡ (∪2019

t=2010Ωp,kt) ∩ (∪2019
t=2010Ωp,lt). Together

these two objects make up the market share in region l at time t, Sfp,lt, of firms selling to both regions

k and l: Sfp,lt = Skl
pf,lt ·λkl

p,lt ∀ f ∈ Ωkl
p . Combining these expressions allows us to derive the following

expression for the difference in the category-level cost-of-living between regions k and l:

ln
(
Pp,kt

Pp,lt

)
=

1

Nkl
p

∑
f∈Ωkl

p

[
ln
(
Ppf,kt

Ppf,lt

)
− ln

(
ξpf,kt
ξpf,lt

)
+

1

ηp − 1
ln

(
Skl
pf,kt

Skl
pf,lt

)]
+

1

ηp − 1
ln

(
λkl
p,kt

λkl
p,lt

)
.

(4)

Equation (4) is composed of two parts. The first part captures cost-of-living differences between

regions l and k that stem from price and taste differences. This first part intuitively starts with the

ratio of the unweighted geometric average price levels of common goods between regions k and l,

i.e. P̃ kl
p,kt/P̃

kl
p,lt, where P̃ kl

p,kt ≡
∏

f∈Ωkl
p
(Ppf,kt)

1/Nkl
p : if the price level for common goods is higher in

region k, then the cost of living in region k should be higher as well. However, there are two
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correction terms. The first correction term is the ratio of the unweighted average taste levels

between regions k and l, i.e. ξ̃klp,kt/ξ̃
kl
p,lt, where ξ̃klp,kt ≡

∏
f∈Ωkl

p
(ξpf,kt)

1/Nkl
p . Analogous to computing

equivalent or compensating variations, one needs to restrict preferences to quantify the effect of

price and product availability differences on cost-of-living differences (Baqaee & Burstein, 2023).

We follow Redding & Weinstein (2020) and restrict preferences such that average taste differences

between regions are zero, i.e. ξ̃klp,kt = ξ̃klp,lt. While we rule out cost-of-living differences that solely

reflect differences in the average level for firms that sell to both regions, this restriction allows tastes

for particular firms to differ flexibly across regions, thus enabling tastes for individual firms to be

home-biased. The second correction term is the difference in the unweighted average of firm-level

common market shares across regions. It captures how, despite zero average taste differences,

firm-specific taste differences between regions may affect cost-of-living differences: a high price for

one firm does not necessarily imply a high cost of living if the taste for that firm is high, as reflected

in a lower geometric average market share (unless firms are perfect substitutes, i.e. ηp → ∞).14 In

sum, the first part of Equation (4) captures average cost-of-living differences between two regions

stemming from average price differences of common goods, after adjusting for firm-specific taste

differences.

The second part of Equation (4) accounts for differences in product availability across regions.

For a given elasticity of substitution, ηp, a lower expenditure share on common firms in a certain

region k (λkl
p,kt) corresponds to a lower cost of living. Intuitively, this indicates that consumers in that

region allocate a greater share to alternatives not available elsewhere. This represents a higher welfare

and therefore a lower cost of living. The magnitude of the product availability term depends on the

elasticity of substitution ηp. If ηp is high, bundles are considered close substitutes, and additional

alternatives add little additional gains, resulting in a small welfare effect from differences in product

availability.

At the moment, Equation (4) still depends on the unobserved firm-level price indices Ppf,kt. To

further decompose them, we follow similar steps.15 Taking logs, and adding and subtracting∑
f∈Ωkl

p
ωkl
pf,t

[∑
i∈Ωkl

pf
ωkl
pfi,tln

(
Ppfi,kt

Ppfi,lt

)]
from Equation (4) results in our final decomposition of

14This term extends beyond the well-known Sato-Vartia index. Appendix I provides further intuition for this general-
ization.

15Similar to the category-level normalization assumption ξ̃klp,kt = ξ̃klp,lt, we make the firm-level normalization assump-

tion ξ̃klpf,kt = ξ̃klpf,lt, where ξ̃klpf,kt ≡
∏

f∈Ωkl
pf

(ξpfi,kt)
1/Nkl

pf .
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category-level cost-of-living differences between regions k and l:

ln
(
Pp,kt

Pp,lt

)
︸ ︷︷ ︸

(Pkl
p,t)

=
1

Nkl
p

∑
f∈Ωkl

pf

 1

Nkl
pf

∑
i∈Ωkl

pf

ln
(
Ppfi,kt

Ppfi,lt

)−
∑
f∈Ωkl

p

ωkl
pf,t

∑
i∈Ωkl

pf

ωkl
pfi,tln

(
Ppfi,kt

Ppfi,lt

)
︸ ︷︷ ︸

Taste differences (Tkl
p,t)

+
1

Nkl
p

∑
f∈Ωkl

p

 1

ηp − 1
ln

(
Skl
pf,kt

Skl
pf,lt

)
+

1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

ln

(
Skl
pfi,kt

Skl
pfi,lt

)
︸ ︷︷ ︸

Taste differences (Tkl
p,t) - ctd.

+
∑
f∈Ωkl

p

ωkl
pf,t

∑
i∈Ωkl

pf

ωkl
pfi,tln

(
Ppfi,kt

Ppfi,lt

)
︸ ︷︷ ︸

LOP deviations + Substitution Effect (Lkl
p,t)

+
1

ηp − 1
ln

(
λkl
p,kt

λkl
p,lt

)
+

1

σp − 1

1

Nkl
p

∑
f∈Ωkl

p

ln

(
λkl
pf,kt

λkl
pf,lt

)
︸ ︷︷ ︸

Differences in product availability(Λkl
p,t)

(5)

where

ωkl
pf,t ≡

Skl
pf,kt−Skl

pf,lt

lnSkl
pf,kt−lnSkl

pf,lt∑
f∈Ωkl

p

Skl
pf,kt−Skl

pf,lt

lnSkl
pf,kt−lnSkl

pf,lt

, ωkl
pfi,t ≡

Skl
pfi,kt−Skl

pfi,lt

lnSkl
pfi,kt−lnSkl

pfi,lt∑
i∈Ωkl

pf

Skl
pfi,kt−Skl

pfi,lt

lnSkl
pfi,kt−lnSkl

pfi,lt

,

This expression shows that regional cost-of-living differences can be decomposed into (1) pure taste

differences, (2) weighted average LOP deviations and (3) differences in product availability. The

first part, T kl
p,t, captures pure taste differences at the firm and variety levels, and is the cross-sectional

analog of the taste-bias term derived by Redding & Weinstein (2020). More precisely, this term

is defined as the difference between the generalized price index, which is valid under differences

in consumer taste, and the Sato-Vartia price index, which holds in the absence of taste differences.

Intuitively, we measure taste differences as the differences in common market shares that cannot be

explained by substitution in response to price differences. The second part of Equation (5), given

by Lkl
p,t, is the Sato-Vartia price index which captures LOP deviations, aggregated to represent the

relative importance of each variety in the consumption baskets of consumers in region k and l. The

final part of Equation (5), denoted by λkl
pf,lt, captures differences in choice sets between regions k and

l at the firm and variety level, for the set of firms selling to both regions.

The above analysis is based on a nested CES demand system, but generalizes in two important

ways. First, as the decomposition of cost-of-living differences is the cross-sectional variant of the

one developed in Redding & Weinstein (2020), similar decompositions hold for non-homothetic

CES, Mixed-CES, Logit, AIDS and Translog demand systems. Second, instead of restricting the
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geometric average of taste levels between regions, Appendix J derives a more general

decomposition that restricts the generalized (order r) mean of taste levels to be same across regions.

While different choices of r change the remaining taste differences, the terms measuring price and

product availability differences remain identical.

4.2 Spatial differencing

The first step of our two-step approach provides a decomposition of cost-of-living differences in

three terms. As such, this allows us to measure the two manifestations of cross-border market

segmentation, international differences in prices and product availability, in a common unit and to

filter out taste differences between countries (or states). However, international price and product

availability differences may not only be driven by cross-border market segmentation but also by

other natural trade frictions, such as transport costs. To isolate cross-border trade frictions from

other trade frictions, we design a spatial differencing strategy that compares particular variation in

prices and product availability between and within countries.

Identification challenge. To understand the identification challenge in separating cross-border

trade frictions from other natural trade frictions, we introduce additional notation. As before,

consider Bkl as the indicator variable that is 1 if kl is an international region pair, and zero if kl is a

domestic region pair. Given this, define the potential outcomes as follows:

Y kl
p,t =

Y kl
p,t(1) if Bkl = 1,

Y kl
p,t(0) if Bkl = 0.

where Y kl
p,t(1) is the potential outcome in product category p at time t if kl is an international region

pair, and Y kl
p,t(0) is the potential outcome when kl is a domestic region pair. We consider the

outcome variables, Y kl
p,t = {P kl

p,t, T
kl
p,t, L

kl
p,t,Λ

kl
p,t}, i.e. cost-of-living differences, and its three

components. The latter two, LOP deviations and product availability differences, are the

manifestations of market segmentation.

Besides border-related frictions, other frictions, such as the transport of goods from the

production location to the destination market, may also lead to differences in the outcomes of

interest. If production region and transportation routes are observed, one can disentangle
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border-related frictions from other frictions by comparing outcomes in two regions on either side of

the border.16 Figure 3a illustrates this strategy. Suppose that we observe that goods are produced in

region z and consumed in region k. If Bkz = 1, kz is an international region pair; if Bkz = 0, kz is a

domestic region pair. As long as the geographic differences between the domestic and international

region pair are similar, i.e. Xkz = x, one can assess cross-border segmentation by comparing the

potential outcomes between international region pairs and domestic region pairs to control for

differences that are induced by transport costs.

There are two reasons why this identification strategy is unfit for our dataset. First, barcodes only

identify the country where the barcode is registered and not where the product is produced.17 Hence,

we observe neither the production regions, nor the transportation routes and we have to treat z as

unobserved. Figure 3b presents this case by indicating the unobserved transportation routes from z

to the consumption locations, such as l and k. Figure 3b also illustrates that we can now construct

outcomes as differences between only consumption locations kl, such as a domestic region pair if

Bkl = 0 or an international region pair if Bkl = 1. By constructing outcomes as differences between

two consumption locations, we have to deal with the fact that it is conceptually equally appropriate

to construct outcomes by taking the difference between k and l or l and k. While the sign of the

differences in the outcomes is undetermined, the size of the differences remains determined, and so

we will compare the absolute value of the differences.

Second, the condition, Xkl = x for both Bkl = 1 and Bkl = 0, is no longer sufficient to control

for differences in transport costs when production locations are unobserved. First, by considering

absolute instead of simple differences, differences in transport costs no longer necessarily cancel out.

Furthermore, we are considering aggregate outcome variables at the category level (given our aim to

measure price and product availability differences in a common unit). This is an aggregation over

varieties with potentially heterogeneous differences in transport costs. Therefore, even if we were to

consider simple differences, differences in transport costs will not necessarily cancel. To overcome

these issues, we focus attention on region pairs that are geographically close, i.e. Xkl = 0. Intuitively,

transport costs between regions will then be similar and difference out. Proposition 1 formalizes that,

under additional restrictions on the economic environment, comparing price and product availability

differences among geographically close regions is sufficient to detect cross-border geographic market

16Santamaria et al. (2020) recently applied such a strategy to differences in between- and within-country trade shares.
17Moreover, even if the same barcode is observed in multiple countries, it is possible that production locations are

destination-specific.
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segmentation when transport costs are unobserved.

Figure 3: Identification challenge

(a) With information about transportation

z

Bkz = 0

k k

Bkz = 1

1

(b) Without information about transportation

z

l k

kBkl = 0

Bkl = 1

1

Notes: This figure depicts two hypothetical scenarios. Figure 3a considers the case when we know that production takes
place in z and consumption in k. Figure 3b depicts the case where consumption also takes place in l and k and the
production region is in z, which is unobserved. Because production regions and transport routes are unobserved, we
indicate the unobserved transportation routes in dashed lines.

Structural assumptions. We restrict the economic environment in two ways. The first restriction

applies to the production function. We assume that each firm can set up one plant in a region z, where

it produces according to the following cost function:

Cpf,t =
∑
l∈L

∑
i∈Ωpfl,t

φpfi,zt ·Qpfi,zt + Fpf,t · 1

∑
l∈L

∑
i∈Ωpfl,t

Qpfi,zt > 0

 .

The cost function has a variable part that depends on the non-increasing marginal cost of producing

variety i at time t, φpfi,zt. The cost function also has a fixed part, Fpf,t, that is incurred if there is

any quantity Qpfi,zt produced. This fixed cost not only captures the costs of setting up a production

plant but also the costs of creating a domestic distribution system that grants access to all regions in

the country where the firm produces. Assuming no economies of scope nor economies of scale on

the variable factors of production is restrictive, but standard in the trade literature on multi-product

firms (see Eckel & Neary (2010), Bernard et al. (2011) and Mayer et al. (2014)). The distribution of

Fpfz,t is, however, left unrestricted, such that economies of scale can occur through the fixed costs of
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setting up production.18

The second restriction pertains to the market environment in which firms compete. There are

two stages. Firms first decide whether to produce and in which regions to enter. Entering firms

then compete in a monopolistically competitive environment in each region. Given the nested CES

demand system, this yields the following optimal pricing rule:

Ppfi,lt = Mpfi,ltMCpfi,lt, where Mpfi,lt =
εpfi,lt

εpfi,lt − 1
and εpfi,lt = ηp.

Here, Mpfi,lt is the markup charged for variety i in region l at time t, and MCpfi,lt is the marginal

cost of delivering variety i to region l. This marginal cost is given by:

MCpfi,lt = φpfi,zttpfi,zt
(
X lz

)
τpfi,tB

lz

and consists of two components. First, there is the marginal cost of production φpfi,zt of producing

in region z. Second, there are trading frictions, which consist of transport costs tpfi,zt
(
X lz

)
that

continuously depend on the geography traversed to arrive in region l, X lz, and a variable trade cost

friction τpfi,t incurred if Blz = 1, e.g. because of different labeling policies. The presence of τpfi,t >

1 allows for LOP deviations beyond the costs of physically moving goods to the destination market.

Conditional on producing domestically, firms decide whether to enter other countries and determine

the set of varieties to offer:

max
Ωpf,lt

=
∑
l∈n

∑
i∈Ωpfl,t

(Ppfi,lt − MCpfi,lt)Qpfi,lt

− FX
pf,t · 1

∑
l∈n

∑
i∈Ωpf,lt

BzlQpfi,lt > 0

−
∑

i∈Ωpf,lt

FX
pfi,t · 1

(∑
l∈n

BzlQpfi,lt > 0

)

where FX
pf,t is a fixed cost to enter region l and FX

pfi,t is a fixed cost per variety supplied to region

l. These costs capture, for instance, the costs associated with setting up distribution and allow us to

capture differences in product availability both at the firm and variety levels. Like before, paying

these costs grants access to all regions in that particular country.19

18Note that fixed costs of setting up a plant can differ across firms and across regions for a given firm. This represents
one potential reason why similar firms might set up their plant in different regions.

19Section 3 highlighted that small differences in product availability exist for domestic region pairs but that they are
especially pronounced for international region pairs. This particular set of assumptions, therefore, captures most of the
variation in the data..
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Detecting cross-border market segmentation. We now show how one can detect the presence of

cross-border market segmentation by comparing differences in absolute price and product availability

differences between international and domestic region pairs. More specifically, the assumptions on

demand, technology and the market environment have two implications. First, observing a positive

difference in the absolute value of LOP deviations between international and domestic region pairs

implies the presence of variable trade frictions. Second, observing a positive difference in the absolute

value of product availability differences between international and domestic region pairs implies the

presence of fixed trade frictions. Proposition 1 formalizes these two testable conditions:

Proposition 1 (Detecting cross-border market segmentation). Given the assumptions on demand,

technology and the market environment, we have that:

γL ≡ E
[ ∣∣Lkl

p,t(1)
∣∣− ∣∣Lkl

p,t(0)
∣∣ ∣∣∣Bkl = 1,Xkl = 0

]
> 0 ⇒ ∃ τpfi,t > 1

γΛ ≡ E
[ ∣∣Λkl

p,t(1)
∣∣− ∣∣Λkl

p,t(0)
∣∣ ∣∣∣Bkl = 1,Xkl = 0

]
> 0 ⇒ ∃ FX

pf,t, F
X
pfi,t > 0

Proof. See Appendix A

To gain further intuition, consider first the implication of γL > 0, i.e. a positive average

difference in the absolute value of LOP deviations between international,
∣∣Lkl

p,t(1)
∣∣, and domestic

region pairs,
∣∣Lkl

p,t(0)
∣∣, conditional on zero geographic differences. Under the structural assumptions,

this particular differencing strategy differences out differences in transport cost and manufacturing

markups. Hence, if a certain price is profit-maximizing in the firm’s home country, where no

cross-border variable trade frictions apply, no larger price is profit-maximizing elsewhere, unless

there are positive variable cross-border trade frictions. Now consider the implication of γΛ > 0, i.e.

a positive average difference in absolute product availability differences between international,∣∣Λkl
p,t(1)

∣∣, and domestic region pairs,
∣∣Λkl

p,t(0)
∣∣. Under CES-demand, profits are always non-zero as

the choke price is infinite. Hence, if it is profitable for a firm to enter or sell a given variety in its

home country, it is also profitable to enter or offer a particular variety abroad, unless there are

positive fixed cross-border trade frictions.

Proposition 1 also indicates that the differences in the absolute value of LOP deviations and

product availability differences are only sufficient conditions to detect positive variable and fixed

trade frictions. To see why the first condition is not necessary for the presence of variable trade costs,

consider the knife-edge case in which tastes are homogeneous across locations, variable trade costs
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are positive but homogeneous across goods and locations and production locations are equally split

between location k and l. In this case, average absolute LOP deviations between the two locations

will be equal to zero as variable trade costs cancel out. Also, to see why the second condition is not

necessary for the presence of fixed trade costs, consider a similar knife-edge case in which tastes are

homogeneous across locations and fixed trade costs are positive but homogeneous across goods and

locations The expenditure share on common varieties will then be equal in both locations (though

less than one), and the absolute product availability differences will be equal to zero.

Role of the assumptions. Our approach to detect cross-border market segmentation is reminiscent

of the approach considered in Chari et al. (2007) or Hsieh & Klenow (2009) in that deviations from

model-implied optimality conditions, i.e. first-order condition for prices and a free entry condition,

are interpreted as variable and fixed cross-border trade frictions. As the uncovered frictions are

model-dependent, a natural question is how broad the set of models is that would give rise to the

same testable conditions spelled out in Proposition 1.

Many popular international trade models are contained within the set of assumptions on the

economic environment. For instance, all models in the class considered in ? are included. Among

others, Armington-type models, e.g. Anderson & Wincoop (2003), Ricardian models, e.g. Eaton &

Kortum (2002), Costinot et al. (2012) and Caliendo & Parro (2015) and increasing returns to scale

models, e.g. Krugman (1980), Melitz (2003), Melitz & Redding (2015) and Antràs et al. (2017) all

satisfy the assumptions on demand, technology, and market structure.

Furthermore, three assumptions to detect market segmentation can be relaxed: iceberg trade

costs, monopolistic competition and single-plant production. First, the assumption of multiplicative

(or iceberg) trade costs is innocuous. Appendix C shows that the same arguments hold when the

marginal cost of production and trade costs interact in general ways. For price differences between

international and domestic region pairs, transport costs are still controlled for when the regions are

all geographically close. Under CES preferences, fixed trade costs are still required to explain

differences in product availability even when trade costs are not multiplicative.

Second, under monopolistic competition, manufacturing markups depend only on the firm-level

elasticity of substitution, which is assumed to be the same across regions. In contrast, under

oligopolistic competition, e.g. Atkeson & Burstein (2008) or Crowley et al. (2024), markups

additionally depend on market shares which may differ across regions. In this case, looking at a

difference in marginal cost differences would be sufficient to detect positive variable trade costs. We
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consider this below.

Third, it is likely that the data contains both single-plant and multi-plant firms. For instance, in

Helpman et al. (2004) and Tintelnot (2016) firms optimally trade off the fixed costs associated with

duplicating production across multiple plants with the decrease in variable costs arising from either

lower transport, trade costs, or different local input prices. Given the CES-demand structure, the

presence of multi-plant production does not affect the set of available firms or varieties. Also, if

variable cross-border trade costs were zero, two regions at either side of the border would be supplied

from the same plant. In this case, we would observe no price differences. If, however, we observe

price differences at the border, it must mean that there are variable cross-border trade costs that keep

certain firms from doing so.20

At the same time, two assumptions are indispensable to detect the presence of positive fixed cross-

border trade costs. First, although the framework could be extended to incorporate, for instance,

logit-based models (e.g. Fajgelbaum et al. (2011)), observed consumer heterogeneity (e.g. Atkin

et al. (2018)) and non-homothetic preferences (e.g. Comin et al. (2021); Faber & Fally (2022)),

the framework does not encompass models with bounded marginal utility at zero consumption as

in Melitz & Ottaviano (2008); Fajgelbaum & Khandelwal (2016); Feenstra & Weinstein (2017);

Arkolakis et al. (2019). Second, we do not cover models with increasing marginal cost of production

like Almunia et al. (2021). In both cases, sufficiently large cross-country taste variation could in

principle generate product availability differences even if trade frictions are zero.

5 Empirical results

In this section, we apply the two-step approach of section 4 to test whether countries are

geographically segmented in the EU and the US. To this end, we first estimate regional

cost-of-living differences between all possible region pairs in the EU and the US. This implements

the first step as developed in subsection 4.1, and allows us to measure price and product availability

differences in a common unit. Next, we apply the spatial differencing strategy to isolate the role of

cross-border market segmentation. This implements Proposition 1 developed in subsection 4.2.

20In this case, price differences would reflect both the variable trade cost and the price difference that reflects a
deviation from producing at the most efficient plant.
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5.1 Estimating regional cost-of-living differences

We compute regional cost-of-living differences by leveraging Equation (5). As the implementation

is contingent on variety- and firm-level elasticities of substitution, we start by briefly outlining our

estimation strategy and estimates. We provide more detail in Appendix D.

Estimating σp and ηp. To estimate the elasticities of substitution, we apply Shephard’s lemma to

the unit expenditure functions in Equation (3) and obtain the variety-level and firm-level residual

demand curves. Two sources of endogeneity complicate estimating the elasticities of substitution:

(1) demand depends on the aggregate price and quantity indices and (2) variety- and firm-level

prices are likely correlated with the demand shifters. We deal with the first challenge at both levels

of aggregation by including fixed effects at the level of the aggregate indices which subsumes all

confounding variation. We overcome the second challenge through an instrumental variable strategy

at both levels of aggregation. At the variety-level, we take advantage of the fact that we also observe

consumption at the retail chain level. In particular, we exploit the insight from Dellavigna &

Gentzkow (2019) which shows that retail chains tend to follow uniform pricing strategies: while

they frequently change prices over time, for instance through temporary discounts, they limit spatial

variation to a minimum. Once we condition on the seasonal variation in prices and quantities, the

lower-frequency variation in prices should reflect variation due to cost factors. In turn, we use the

residual price variation in nearby regions as a Hausman (1996) instrument. At the firm-level, we

exploit the nested structure of the demand system. Here, we follow Hottman et al. (2016) and

capitalize on the fact that firm-level price index can be decomposed into a part that is the

unweighted geometric average of variety-level prices within the nest and a part that captures

dispersion in variety-level market shares within the nest. Whereas the first term is likely correlated

with the firm-level demand shifter, the dispersion in variety-level dispersion is uncorrelated with the

firm-level demand shifter as that only affects overall demand at the firm-level and not the allocation

across varieties.

Estimates of σp and ηp. To recover product category-specific elasticities of substitution, we

implement the previous strategies on a category-by-category basis . To ensure a sufficient number of

observations, we also restrict the sample to variety-retail chain combinations with positive sales in at

least 50% of the weeks in a given year.
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At the variety-level, the instrument is generally strong as the distribution of the Kleibergen-Paap

first stage F-statistic has a 10%-90% range of [12.35, 1098.44] across categories. Figure D.1 shows

that the IV estimates are generally precisely estimated and are more elastic compared to the OLS

estimates. We estimate a category level distribution of elasticities characterized by a median

elasticity of −2.77 and 10th and 90th percentiles of −4.77 and −1.15 respectively. Appendix K

documents that we recover similar results when we consider alternative sample restrictions.

Whereas Hottman et al. (2016) report somewhat more elastic variety-level estimates, the estimated

elasticities are quantitatively in line with the estimates reported in different strands of literature. For

comparable US scanner data, Dellavigna & Gentzkow (2019), Faber & Fally (2022) and Döpper et

al. (2022) report variety-level elasticities between −2.6 and −2. Nevertheless, we show below that

our results are qualitatively very similar when we consider alternative elasticities of substitution

within the range of estimates obtained in the literature.

Figure D.2 illustrates that the estimates of the firm-level elasticities are also always larger when

we instrument for consumer prices versus the OLS estimates. Moreover, they are very precisely

estimated given that the instrument is also very strong with a distribution of first-stage Kleibergen-

Paap F-statistics across product categories with a 10%-90% range of [15.60; 5, 830.67]. In this case,

we estimate a median elasticity of −3.10 with a 10%-90% range of [−4.84,−1.71] across product

categories. Furthermore, Appendix K confirms the estimates are quantitatively very similar under

different sample restrictions. Relative to variety-level estimates, there are comparatively few papers

that estimate firm-level elasticities of substitution. Hottman et al. (2016) is one of the few papers

that estimate firm-level elasticities and report estimates between [−7.3,−2.6] centered around −3.9.

Therefore, our estimates are quite close to theirs, albeit slightly less elastic.

Regional cost-of-living differences. Following Equation (5), we compute differences in taste

(T kl
p,t), prices (Lkl

p,t) and product availability (Λkl
p,t) for each region pair (k, l) per category p and year

t, and we construct cost-of-living differences (P kl
p,t) as the sum of these three terms. Table 2 presents

a set of moments of the conditional distributions of regional cost-of-living differences and a variance

decomposition into the three components. To account for sampling uncertainty and estimation

uncertainty, we compute these moments for 50 block-bootstrap samples.21 For each moment, we

show the average and 95% percent confidence intervals across bootstrap samples.

21In each region and in each year, we sample households with replacement and weigh each household with the
provided population weights.
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The first three columns of Table 2 focus on cost-of-living differences and show the 10th, 50th and

90th quantiles of its distribution across product categories and years for international and domestic

regions, separately for the EU and the US. Column (2) illustrates that the conditional distributions

of cost-of-living differences are more or less centered around zero for both the EU and the US.

Even though the sign of cost-of-living differences is not determined, Proposition 1 underscores that

differences in the dispersion in cost-of-living differences between and within can nonetheless be

leveraged to provide more insights into cross-border market segmentation. Indeed, columns (1) and

(3) show that while cost-of-living differences are comparable between and within US states, they

appear much larger between than within EU countries.

The next three columns decompose the variance of regional cost-of-living differences into taste,

price and product availability differences. First, whereas most of the literature dealing with

within-country differences in cost-of-living differences has focused on LOP deviations and product

availability between regions of the same country, e.g. Handbury & Weinstein (2015) and Feenstra et

al. (2020), differences in consumer taste turn out to be the most important factor explaining

cost-of-living differences within and between countries. This underscores the quantitative

importance of controlling for taste differences when assessing the presence of geographic market

segmentation. Second, differences in consumer taste are roughly equally important in explaining

cost-of-living differences between US states as they are within US states (accounting for

respectively 85% and 83% of the variance). This is also true for price and product availability

differences, which collectively make up less than 20% of the variation in cost-of-living differences

between and within US states.22 Consistent with the reduced-form evidence, the situation is very

different in Europe. For domestic region pairs, LOP deviations and product availability differences

jointly account for only a little over 13% (similar to the US), but this rises to more than 40% for

international European region pairs. Finally, the variation in LOP deviations is quantitatively much

smaller than the variation in product availability differences both between and within countries.

Importantly, the relative importance of price and product availability could not have been be

assessed from the reduced-form evidence alone.

22The negatively estimated contribution of price differences is due to a small variance component and negative co-
variance terms.
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Table 2: Regional cost-of-living differences - Summary statistics

Quantiles of P kl
p,t Variance decomposition of P kl

p,t

P kl
p,t Q10 Q50 Q90 T kl

p,t Lkl
p,t Λkl

p,t

EUROPE

Domestic −.365 −.003 .441 .864 .002 .134

[−.385,−.351] [−.004,−.002] [.424, .466] [.845, .88] [.002, .002] [.118, .153]

International −1.12 −.071 1.006 .579 .021 .4

[−1.18,−1.078] [−.076,−.065] [.959, 1.07] [.496, .629] [.016, .025] [.351, .486]

USA

Domestic −.346 .14 .79 .852 0 .148

[−.36,−.333] [.135, .146] [.741, .853] [.79, .879] [0, 0] [.121, .21]

International −.638 .02 .728 .826 −.001 .175

[−.675,−.609] [.019, .021] [.693, .773] [.781, .843] [−.002, 0] [.158, .22]

Notes: The first three columns show the 10th, 50th and 90th quantiles of the distribution of cost-of-living differences
across product categories and year for international and domestic EU and US regions separately. The last three columns
show a variance decomposition of cost-of-living differences into in taste (T kl

p,t), prices (Lkl
p,t) and product availability

(Λkl
p,t). We compute the set of moments in three steps. First, we construct 50 bootstrap samples of households in each

region by redrawing households with replacement, based on the population weights. Second, for each bootstrap sample,
we draw elasticities of substitution from their empirical distribution and construct cost-of-living differences between
region pairs kl and three components following Equation (5). Finally, for the quantiles of the distributions of cost-of-
living differences, we present the average of each of the moments and the 95% confidence interval across the 50 bootstrap
samples. To compute the variance decomposition, we rely on the properties of OLS and regress each of the components
on total cost-of-living differences. This approach allocates the covariance terms equally between the components. We
present the average of each of the moments and the 95% confidence interval across the 50 bootstrap samples.

5.2 Detecting geographic market segmentation

5.2.1 Implementing Proposition 1

Before Proposition 1 can deployed, it needs to be operationalized in two respects. First, it is

expressed in terms of two potential outcomes (international and domestic region pairs) and in the

data we observe only one of these. Second, Proposition 1 compares regions with equal geographic

characteristics but in the data we will only find regions with similar but unequal geographic

characteristics.

Conditional independence. To construct the missing counterfactual (domestic region pair for an

international pair), we will rely on a conditional independence assumption. In particular, conditional

on geographic characteristics, we assume that the separation of regions by a border was not shaped

by the cost of living differences observed today. Under this assumption, we can construct the

counterfactual cost-of-living differences for international region pairs by relying on observed
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cost-of-living differences for geographically similar domestic region pairs. More formally,

Bkl ⊥⊥
(
P kl
p,t(1), P

kl
p,t(0)

∣∣Xkl = 0
)

where we previously defined P kl
p,t(1), P

kl
p,t(0) as the potential cost-of-living differences if (k, l) is an

international or a domestic region pair. As cost-of-living differences are constructed from taste, price

and product availability differences, we assume that the conditional independence assumption equally

holds for the individual components.

We consider this assumption to be plausible for three reasons. First, European country borders

and US state borders have been stable in recent times. It is therefore unlikely that the historical border

assignment was made with today’s potential cost-of-living differences in mind.

Second, we condition on several observable variables to account for persistent geographical

features, such as remoteness, rivers and mountainous areas, that could have shaped historical

borders while also determining transport costs and cost-of-living differences today. Following

Santamaria et al. (2020), we include population weighted longitudes and latitudes, a remoteness

measure and region-specific ruggedness based on Nunn & Puga (2012). This is because Alesina &

Spolaore (1997) argue that more distant and remote populations may be more difficult to govern.

Furthermore, Nunn & Puga (2012) show how mountainous areas and rivers shielded nations from

invasions. We have also experimented with accounting for whether the regions are part of the same

river basin and found very similar results. Although it is difficult to account for all relevant

geographic dimensions, to the extent that the variables we include in Xkl (imperfectly) capture

these dimensions, we eliminate persistent geography as a confounding variable. 23

Third, substantial price and product availability differences might induce households to engage

in cross-border shopping. If so, this would lead to non-compliance with the border assignment.

Given that price and availability differences are large and travel distances are small between EU

countries, cross-border shopping is likely most important in the EU. To assess the importance of

cross-border shopping, we leverage the fact that the Belgian data reports whether the store is located

23In addition to the conditional independence assumption, we also require individualistic and probabilistic assignment.
Individualistic assignment requires that separating a region pair by a national border does not affect the potential outcomes
of other region pairs. For instance, there are 3,403 region pairs in Europe. If we were to allocate a Belgian region to the
Netherlands, there would be 9 additional borders with Belgium and 12 fewer borders with the Netherlands which amounts
to a 1% change in the number of units. While not zero, this number seems small enough to assume that the change in the
economic environment that determines the potential outcomes is negligible. Probabilistic assignment requires that every
region pair needs to have a probability of being separated by a border strictly different from zero and one. In the data,
both contiguous and very geographically distant international and domestic region pairs co-exist.
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in Belgium or in one of the neighboring countries.24 While there is some cross-border shopping,

Table E.1 and Figure E.1 show that over 97% of expenditure by Belgian households is made in stores

located in Belgium. Moreover, the overall expenditure share on cross-border transactions in very

close proximity to the border remains low at a little over 5% and 10% for the French and Dutch

borders respectively. For this reason, we find little evidence that cross-border shopping leads to non-

compliance with the border assignment in the EU.

A matching estimator. Under the conditional independence assumption, we construct counterfac-

tual cost-of-living differences for international region pairs using cost-of-living between domestic

region pairs. While this conditional expectation is a strict equality, in practice, we have only a finite

number of regions and we are only able to find regions k and l that approximately satisfy this

condition. We therefore implement the conditional expectation in Proposition 1 as follows:

γ̂L,ε ≡
1

|Dε|
∑

(k,l)∈Dε

[
|Lkl

p,t(1)| − |L̂kl
p,t(0)|

]
, γ̂Λ,ε ≡

1

|Dε|
∑

(k,l)∈Dε

[
|Λkl

p,t(1)| − |Λ̂kl
p,t(0)|

]

where Dε ≡ {(k, l) : Bkl = 1 ∩ F
(
D
(
Xkl

))
≤ ε} is the set of international region pairs

(
Bkl = 1

)
for which the Mahalanobis distance in terms of geographic characteristics D

(
Xkl

)
is below εth

percentile of the distribution of Mahalanobis distances across all region pairs, F (·).25 This matching

estimator embodies two steps. First, we restrict attention to international region pairs that are

geographically sufficiently close
(
F
(
D
(
Xkl

))
≤ ε
)
. Second, for each international region pair

(k, l) ∈ Dε, we construct its counterfactual, e.g. L̂kl
p,t(0), as an average over the set of domestic

region pairs to which either k or l belongs and for which it also holds that (k, l) ∈ Dε.

5.2.2 Cross-border market segmentation in the EU and the US

This section provides the main results of this paper. We apply the matching estimator to cost-of-

living (P kl
p,t), taste (T kl

p,t), price (Lkl
p,t) and product availability differences (Λkl

p,t). In the baseline

results, we compute the estimates by restricting the set of admissible international region pairs at a

cut-off value of ε = 0.1. For each international pair, we compute the counterfactual by choosing the

domestic region pair that has the smallest geographic distance from either l or k. Below, we discuss

24As Belgium tends to have higher consumer prices for the products we study (e.g. Beck et al. (2020)) and is well-
connected to its neighboring countries, cross-border shopping would manifest itself, especially in Belgium.

25As geographic characteristics, we include the longitude and latitude of each region’s population-weighted centroid,
the remoteness of the region and the ruggedness (see Nunn & Puga (2012)).
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the robustness of the results when we consider different implementations of the matching estimator.

Baseline results. Table 3 presents the estimated differences in the absolute value of cost-of-living,

taste, price and product availability differences between international and matched domestic region

pairs, separately for Europe and the US.26 Below the estimated differences, we present

block-bootstrapped 5%-95% confidence intervals computed from 50 iterations.27 For comparison,

we also show the average absolute cost-of-living, taste, price and product availability difference for

the set of matched domestic region pairs.

Panel (a) of Table 3 shows the results for EU regions. First, column (1) shows that absolute

cost-of-living differences are significantly larger between countries than within them. This difference

is also economically important: absolute cost-of-living differences are on average 37.9 percentage

points larger for international than domestic region pairs, or 2.5 times larger in relative terms (i.e.

(0.3787 + 0.26)/0.26 ≈ 2.5).

Second, column (2) shows that taste differences are also significantly larger between than within

countries. In fact, absolute differences in consumer taste are 30.4 percentage points or about 2.3

times larger between than within European countries (i.e. (0.3041 + 0.2372)/0.2372 ≈ 2.3).Hence,

taste differences are not only key to explaining within-country cost-of-living differences (see Table

2), but they are also considerably higher between European countries. This finding provides a

cautionary warning to literature that quantifies geographic market segmentation based on

cross-sectional variation in trade shares. Without controlling for taste variation, this approach likely

over-predicts the effect of cross-border trade frictions on outcomes of interest.

Third, columns (3) and (4) indicate that price and especially product availability differences are

also considerably larger between than within EU countries, by on average respectively almost 10

and 30 percentage points. Following Proposition 1, these findings have two implications. First,

there exist considerable variable and fixed trade frictions between EU countries. In other words,

consumer markets for grocery products across EU countries remain subject to substantial cross-border

market segmentation. Second, while the literature has predominantly focused on price differences as

a manifestation of cross-border market segmentation, differences in product availability are three

times more important. Put differently, our results suggest that fixed trade frictions are a much more

26Because we consider differences in absolute values, the effects for taste, price and product availability differences
do not exactly sum to the effect for cost-of-living differences.

27The block-bootstrapped standard errors account for sampling uncertainty regarding the sample of households and
for estimation uncertainty associated with the elasticities of substitution.
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important source of cross-border market segmentation than variable trade costs.

Panel (b) of Table 3 presents the results for US regions. Although cost-of-living, taste, price and

product availability differences are statistically larger between than within US states, the differences

are quantitatively small. Whereas price and product availability differences are respectively 9.7 and

30 percentage points larger between than within EU countries, they are more or less one percentage

point larger between than within US states.

In sum, the US shows considerable market integration both within and between states. The EU

shows equally strong market integration within countries, but considerable cross-border segmentation

between countries.

Placebo estimates. To corroborate the finding that the differences in price and product availability

differences are much more important between EU countries relative to between US states, we

consider a falsification test. In particular, we compare the treatment effects for price and product

availability differences that underlie columns (3) and (4) of Table 3 to a distribution of placebo

estimates.More specifically, we compute these placebo estimates as the difference in the price and

product availability differences between domestic (instead of international) region pairs.

Figures 4a and 4b show the falsification tests for absolute price differences, by comparing the

distribution of the treatment effects with that of the placebo estimates, separately for EU and US

regions. For EU regions, the average treatment is outside of the range spanning the 5th and 95th

percentiles of the distribution of placebo estimates. In contrast, Figure 4b shows that for US regions

we cannot reject the null hypothesis that the small but positive treatment effect between US regions

could have been drawn from the distribution of placebo estimates. Therefore, we reject the null

hypothesis of zero cross-border variable trade frictions only between EU countries and not between

US states.

Figures 4c and 4d repeat the same falsification tests for differences in absolute product

availability differences for EU and US region pairs. As with price differences, for EU regions the

average treatment is well outside the 5th and 95th percentiles of the distribution of placebo

estimates. It is therefore likely that the average differences in absolute product availability

differences between EU countries reflect the presence of positive cross-border fixed trade frictions.

As with price differences, this is again not the case for US regions. We find that the average

treatment effect for product availability between US states is firmly within the range spanning the

5th and 95th percentiles of the distribution of placebo estimates.
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Table 3: Geographic market segmentation: Estimation results

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3787∗∗∗ .3041∗∗∗ .0967∗∗∗ .2972∗∗∗

[.3548, .4114] [.2866, .3276] [.0953, .0977] [.2768, .3259]

E
[
Ŷ kl
p,t(0)

]
.26 .2372 .0125 .0427

Nr. treated 146 146 146 146
Nr. matched units 1 1 1 1
Nr. unique controls 81 81 81 81
Nr. obs 9,928 9,928 9,928 9,928

USA

γ̂Y,ε .0049∗ .0092∗∗∗ .0062∗∗∗ .0145∗∗∗

[−.0008, .0098] [.005, .0138] [.0059, .0065] [.0127, .0165]

Ê
[
Ŷ kl
p,t(0)

]
.4168 .356 .0241 .0926

Nr. treated 601 601 601 601
Nr. matched units 1 1 1 1
Nr. unique controls 98 98 98 98
Nr. obs 40,100 40,100 40,100 40,100

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from one matched
domestic region pair. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
. We show

the average absolute difference for the matched domestic region pairs
(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also

provide the number of international region pairs that satisfy the cut-off condition, the number of domestic region pairs
we use to construct the counterfactual and the total number of unique domestic international pairs we use to construct
the counterfactual values. Finally, we provide the number of observations which also take into account the number of
product categories and years that go into computing the estimate. Block-bootstrapped 5%-95% confidence intervals on
100 iterations. These are constructed as follows. We first draw with replacement households using population weights
and elasticities of substitution from their empirical distributions. Given this sample of observed prices and quantities and
the elasticities of substitution, we construct regional cost-of-living differences. Finally, these estimated regional cost-of-
living differences are then used to construct an estimate of the differences in absolute values between international and
domestic region pairs using the matching estimator. Reported significance levels are at the p < 0.1∗,p < 0.05∗∗ and
p < 0.01∗∗∗ levels.

Alternative estimates. We consider three robustness exercises. First, so far, we have implemented

the matching estimator by restricting the set of admissible international region pairs to the pairs with

a geographic distance below the 10th percentile of the empirical distribution of geographic distances

and by matching computing the counterfactual outcomes from one matched domestic region pair.

Tables L.1 - L.2 show that the baseline results are largely unaltered when we instead compute the

counterfactuals based on the two or three domestic region pairs with the smallest geographic distance

from either l or k. Also, Tables L.3 - L.11 show that the results are quantitatively very close to the
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Figure 4: Placebo estimates
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Notes: This figure compares the distributions of treatment effects to the distribution of placebo estimates for absolute
price and product availability differences. Figure 4a plots the distribution of individual treatment effects for absolute
price effects, τ̂klp,t,L,ε, between EU regions in red and the distribution of placebo effects between EU regions for absolute
price effects in grey. We indicate the average effect effect with a vertical solid line. We also indicate the 5th and the
95th percentiles of the distribution of placebo estimates with dashed grey lines. Figure 4b shows the same distributions
between for US regions. Figures 4c and 4d show the results of the same exercise for absolute differences in product
availability differences, τ̂klp,t,Λ,ε for EU and US regions respectively. The distributions of treatment effects are based on
the individual treatment effects, which vary at the region pair, product category and year, that underlie Table 3. The
placebo distributions are computed in a similar way but differ in that treated units are not international region pairs but
domestic region pairs.

baseline results when we consider ε = {0.2, 0.15, 0.1, 0.05} as cut-off values.

Second, although the baseline elasticity estimates are in line with estimates in the literature, they

are somewhat on the inelastic end of the full spectrum, especially at the variety level. If we were

to underestimate the elasticities, we would inflate the importance of taste and product availability

38



differences. For this reason, Tables L.12 and L.13 recompute the results from Table 3 using more

elastic elasticities of substitution for the EU and the US respectively. On top of the baseline setup, we

consider seven different scenarios in which we shift all variety-level elasticities by either zero, one,

two or three and all firm-level by either zero or one for Europe and the US respectively. Although the

quantitative importance of taste and product availability differences between EU countries falls, our

results do not change qualitatively. Even in the most elastic scenario (at the highest end of estimates

in other literature), product availability differences between EU countries remain over 30% larger

compared to price differences.

Third, section 4 shows that the assumption on preferences dictates how cost-of-living differences

and each of its components are computed. Throughout the analysis, we have assumed that

preferences follow a nested CES demand system with the upper nest at the firm level and the lower

nest at the variety level. A natural question is how the results would be affected if we were to model

consumer preferences as a standard CES preference system.28 Tables L.14 - L.16 show the results

when we compute and decompose cost-of-living differences under the assumption of regular CES

preferences for a distance cut-off value of 10% and for one, two and three matched domestic region

pairs as control units respectively. If anything, differences in price and product availability

differences between EU countries are now even more pronounced relative to within-country

differences, and differences in price and product availability differences between US regions remain

equally small. This underscores that our results are robust to using alternative CES-preferences.

Interpreting the results. Proposition 1 provides conditions under which price and product

availability differences are informative about the presence of positive variable and fixed trade costs.

We now interpret our results in light of these of conditions. First, we have computed the baseline

results under the assumption of constant markups. If markups instead depend on the local market

environment, they might differ between regions. The literature on geographic market segmentation

holds two views on whether markups should be included in the quantification of variable trade

frictions. On the one hand, there is a literature that approaches the problem of geographic market

segmentation from the point of consumers and that considers LOP deviations at the border as

reflecting transaction costs (e.g. Gopinath et al. (2011); Beck et al. (2020); Duch-Brown et al.

(2021)). In this case, markups should be part of the computation and this is the view reflected in

28We stay within the class of CES preference system as this allows us to rely on the estimated elasticities of substitution
at the variety level.
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Table 3. On the other hand, there is a literature that interprets geographic market segmentation as

stemming from trade frictions faced by producers (e.g. Goldberg & Verboven (2001); Atkeson &

Burstein (2008); Head & Mayer (2021)). In this case, geographic market segmentation stems from

variation in the marginal costs of serving different markets. To distinguish between marginal costs

and markups, we compute markups by following Atkeson & Burstein (2008); Edmond et al. (2015);

Crowley et al. (2024) and assuming that in each market firms set prices in an oligopolistic market

environment. In this case, firms set their markups across markets depending on their relative size in

the respective markets.29 Tables L.17-L.19 show the results when we apply the matching estimator

to cost-of-living differences and each of its components for a distance cut-off value of 10% and for

one, two and three matched domestic region pairs as control units respectively. We find that both

marginal cost and markup differences are significantly higher between than within countries. How-

ever, cost differences are more than eight times more important compared to markup differences

between EU countries and US states. In line with price differences, marginal cost differences are

much more important between EU countries than between US states. Hence, under the assumptions

on market structure, most of the price differences stem from cost differences and our conclusion on

the presence of variable trade frictions between EU countries accords with both views.

Second, the first assumption to map product availability to the presence of fixed trade costs is that

marginal costs of production are non-increasing. The lack of product availability differences in the

US makes us expect that increasing marginal costs is an unlikely explanation for product availability

differences. This is because a non-trivial number of firms is active in both the US and the EU and it

is likely that they use similar production technologies. If production was characterized by increasing

marginal costs, it should especially manifest itself in the US given the larger size of its economy.

Third, a second necessary assumption for differences in product availability to be informative for

the presence of fixed trade costs is that the marginal utility is unbounded at zero consumption. We

have chosen to model consumer preferences as nested CES preferences because these preferences

have been proven to fit data quite well, for instance, in terms of the relationship between price and

quantity (Dellavigna & Gentzkow, 2019) and the relationship between markups and size (Hottman et

al., 2016; Amiti et al., 2019). Nevertheless, given the stronger taste differences for shared varieties

and firms between EU countries, we cannot definitively rule out that some of the product availability

difference in the EU might be due to the possibility of zero unrealized residual demand at the optimal

29Doing so, we assume that retailers are perfectly competitive and distribution costs are part of the marginal cost term.
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consumer price. In practice, this does not seem likely because we focus on relatively large countries

or because the border regions of the smaller countries are densely populated. In general, separating

the level of fixed trade cost frictions from partially unrealized consumer tastes requires assumptions

on the full distribution of consumer tastes. Given that our framework only requires a particular

cardinalization of consumer taste and no strong distributional assumptions, we leave this task to

future work.

6 Conclusion

Assessing the extent of cross-border geographic market integration has been a question of central

importance to both researchers and policymakers. For instance, the Draghi report suggests that the

segmented nature of the Single Market might be one reason why growth in EU living standards

has stalled. Recent studies have reiterated the continued existence of large price differences and

differences in trade shares across regions belonging to different European countries relative to regions

part of the same country. However, solely focusing on LOP deviations ignores the presence of large

differences in product availability, and relying on regional variation in trade shares risks convoluting

taste differences with geographic market segmentation.

This paper builds on household-level scanner data with highly detailed data on prices and

consumption and develops a test to detect cross-border market segmentation without observing

shipment routes, valid in a wide set of international trade models. Cost-of-living differences provide

a framework to measure LOP deviations and product availability differences in a common unit, and

filter out taste differences. To detect geographic market segmentation without knowledge of

transportation routes, we develop a spatial differencing strategy that adjusts between-country

variation by within-country variation: the residual variation in LOP deviations and differences in

product availability can be attributed to positive variable and fixed trade frictions.

We find that cost-of-living differences are much larger between EU countries than within EU

countries. However, the largest share of cost-of-living differences can be attributed to differences in

consumer taste. Hence, even in the absence of geographic market segmentation, large cost-of-living

differences across European countries will likely remain. At the same time, we find that price and

product availability differences are substantially higher between than within EU countries, which

demonstrates the importance of cross-border market segmentation in the EU. In stark contrast, we
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fail to reject to the null hypothesis of zero differences between and within US states. While LOP

deviations contribute to the cross-border cost-of-living differences in the EU, differences in product

availability are three times more important. This suggests that cross-border fixed trade frictions are

more important than variable trade frictions in explaining geographic market segmentation in the EU.

Our data do not allow us to dig deeper into the more fundamental institutional and technological

reasons behind these large and persistent differences in prices and product availability. Nevertheless,

our analysis does suggest that to reduce geographic market segmentation, stimulating cross-country

entry of firms and varieties should be prioritized over focusing on price convergence. Also, we have

focused on comparing EU market integration to integration among US states. We leave it to further

research to compare how market integration varies between EU countries and to identify the policies

and institutional details that will help the European Single Market achieve its ultimate goal.
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A Proof of Proposition 1

Let production take place in location z and kl be a domestic region pair if Bkl = 0 and an international

region pair if Bkl = 1.

Part 1 of Proposition 1 The first statement is the following:
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where the first equality follows from (5), and the second and third equality use the optimal pricing

rule under monopolistic competition with the nested CES demand system presented in the text. We

can now write the following two expectations. First, we have
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where the second equality uses the expression of the marginal cost function and the fact that k and l

are an international region pair (Bkl = 1), and the fourth equality uses the conditioning on geographic

differences Xzk = Xzl whenever Xkl = 0. Second, we have
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where the second equality now uses the fact that consumption is domestic at both k and l and the

fourth equality again uses that Xkz = X lz whenever Xkl = 0. Subtracting both expectations, we

obtain:
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which is different from zero only if there exists an τpfi,t that is greater than one.

Part 2 of Proposition 1 The second statement is the following:
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For simplicity, we will focus on the firm-level product availability differences between regions k

and l, which is defined in the text as Λkl
p,t ≡ 1

ηp−1

(
lnλkl

p,kt − lnλkl
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)
. The argument for variety-level

differences (according to the definition of Λkl
p,t in the text) is analogous, but slightly more tedious.

Recall from the text that
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is the expenditure share spent in region l on varieties that are common to regions k and l. For the first

expectation, we have

E
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where the second equality follows from the fact that k and l are an international region pair (Bkl = 1).

For the second expectation, we have
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where the second equality uses the fact that λkl
p,kt(0) = λkl

p,lt(0) = 1 because Ωp,lt = Ωlk
p when k and l

form a domestic region pair. Subtracting both expectations, we obtain:

E
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By the CES demand system, if FX
pf,t = 0, then Ωp,kt = Ωp,lt = Ωkl

p , so that λkl
p,kt = λkl

p,lt = 1.

Therefore, if the expression is different zero, it implies that FX
pf,t > 0.

B Data Appendix

B.1 Product categories

In each country, barcodes are allocated to different product categories. However, those product

categories slightly differ across countries. To consolidate product categories across countries, we

create correspondence tables between the country-level product categories and the NielsenIQ

product groups. In case a barcode does not belong to the same product category in all countries, we

re-assign that barcode to the product category to which the barcode is assigned most frequently in

the other countries. This is only necessary for a handful of barcodes. This process yields the 68
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product categories used in the analysis.

In all countries, the raw data go beyond the 68 categories we include in the final dataset, but we

limit the set of categories for two reasons (see Table B.1). First, we only keep categories that are

consumed by more than 5% of the households in all countries. Second, we omit categories such

as medicines and first aid products because the extent to which consumers can access them through

retail stores differs across countries. Still, the final dataset covers most of the recorded expenditure

as the included categories always account for a little under 90% of total expenditures in all countries

(Table B.2).

Table B.1: Excluded categories

Category Belgium France Germany Netherlands Reason

batteries X X X X Too few observations
clothing items X X X X Too few observations
dietary supplements X X X X Too few observations
first aid X X X X Reporting issue
flowers X X X X Too few observations
insecticides X X X X Too few observations
leisure items X X X X Too few observations
lighting X - X - Not observed
magazines - - X - Not observed
medicines X X X X Reporting issue
other X X X X Too few observations
tobacco X - X X Not observed
vitamins X X X X Too few observations
wine X X X X Reporting issue

Notes: This table provides an overview of the categories that were excluded from the sample. An "X" indicates that the
category was present, but was omitted; an "-" indicates that the category was not present. Observations are excluded
because they were not present in each country ("not observed"), because the category was observed, but only consumed
by less than 5% of the households in the sample ("too few observations") or because there are concerns about how the
category is represented. Wine is excluded because France collects a separate household panel for this specific category.
First aid and medicines are excluded because countries differ in the extent to which households can access them through
regular retail stores. The other category is removed as we are uncertain about the exact nature of such varieties.

B.2 Barcodes and Firms

We elaborate on the procedure that we use to associate barcodes with firm ids. The starting point

is the data obtained from GS1 that matches the GS1 firm ID to each 8-digit or 13-digit barcode.

Then, we assume that with a country, there will be only one firm that owns a particular brand, e.g.

Coca-Cola European Partners in Belgium. We do allow for brands to be owned by different firms
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in different countries. For instance, the soda brand Dr. Pepper is owned by PepsiCo, inc. in most

countries, but is owned by Coca-Cola European Partners in the Netherlands. By grouping barcodes

through brand-country combinations, we can allow for such structures. As firms may own many

country-brand combinations under multiple GS1 firm IDs, we obtain links across GS1 firm IDs when

they both own a significant share of barcodes within the same country-brand combination. However,

there are a couple of issues with this raw dataset that we need to deal with:

• Even though each barcode is associated with only one GS1 firm ID, within a country-brand

combination it is often the case that more than one GS1 firm ID owns barcodes.

• Often retailers are owners of some barcodes within country-(non-private) brand combination,

for instance for repacking purposes, we might be grouping white label products with branded

products through this feature of the data. An even bigger problem arises when retailers own

barcodes across many countries-brand combinations because then we would counterfactually

group barcodes that are owned by different firms.

To guard against these concerns, we clean the GS1 firm IDs in the following way.

• We identify all GS1 firm IDs used by retailers for their private labels and remove them from

branded barcodes. In this way, we break spurious GS1 firm ID links through IDs associated

with retailers.

• We remove all GS1 firm IDs that have a transaction share below 10%. The idea behind this

step is to limit the potential for spurious linkages across firms through barcodes that have very

little sales. Conversely, if it is really true that a firm has significant operations through more

than one GS1 firm ID, it must be that these firm IDs account for a significant transaction share.

We note that in most cases there is only one GS1 firm ID that passes this cleaning step, but

for some multinationals, e.g. Pepisco, Inc., P&G, it turns out that barcodes in one country are

owned by local affiliates of different nationalities of the same multinational.

• Related to the previous point, in cases where the largest GS1 firm ID has a bigger than 80%

transaction share in a country-brand combination, we identify this as the only firm ID and

remove the smaller ones.

• Finally, we keep only multiple GS1 firm IDs within the same country-brand combination that

has a number of transactions that exceeds 200. If the country-brand combination has a
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transaction count below 200, we only keep the largest GS1 firm ID. In this way, we determine

links across GS1 firm IDs using country-brand combinations that are not occasionally offered.

Table B.2: Barcode types

Nr. barcodes Expenditure share

Barcode type BEL FRA GER NLD BEL FRA GER NLD

Branded 286,997 266,830 356,698 256,330 0.37 0.59 0.41 0.36
Private label 152,164 128,261 166,571 155,023 0.32 0.35 0.29 0.41
Loose item 42,695 148,048 144,862 46,719 0.23 0.05 0.26 0.12
Excluded 46,408 16,981 60,536 413,991 0.08 0.01 0.04 0.11

Notes: This table provides a sense of the importance of the different barcode types present in the data. Branded products
are products that are associated with a non-retailer brand. Private label products are products whose brand coincides with
a retail chain. Loose items are unbranded items. The excluded categories contain all expenditure on barcodes that could
be classified in a category and which is therefore omitted from the analysis. Columns 2 to 5 and columns 6 to 9 present
across countries the importance of each category in terms of the number of barcodes and in terms of the total expenditure
respectively.

B.3 Households

To minimize measurement error through occasional consumption or consumers that rotate in and

out of the sample in the middle of the year, we include consumers in a given year only if they

register transactions in each quarter of the year. Depending on the European country, the main sample

includes on average between 3,200 and 23,348 households in each year, which accounts for 60%-91%

of total recorded expenditure within the selected categories (see Table B.3). In the USA, the sample

comprises of 53,555 households per year on average. Figures G.2 - G.4 illustrate that the resulting

distributions of weekly shopping trips, the number of weekly purchases, and the number of purchased

barcodes are very similar across European countries. This supports the idea that the consumption

baskets are representative, reflect very similar overall purchase behavior across European countries

and therefore can be leveraged to compare between and within country variation.30

We allocate household expenditure to regions based on information about the ZIP code and the

region in which they reside. Because of direct information on ZIP codes and DMAs in the USA data,

this process is direct in the USA. In Europe, we follow the following procedure:

1. We link ZIP codes to NUTS2 regions by relying on the concordance tables provided by Euro-

stat, which can be accessed through the following link. Doing so, we rely on the NUTS2 rev.
30To ensure that we measure product availability in a region as completely as possible, we use the full sample of

households when determining the set of available varieties and firms.
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2016 classification.

2. In the majority of cases, households reported their ZIP code which then allows for a direct link

to the NUTS2 region. ZIP code are only reported from 2015 onwards in France. Given that

ZIP code switches are very rare in the data, we equate their ZIP code between 2010 and 2014

to their ZIP code observed in 2015 and assume that households did not move.

3. In case, households did not report their ZIP code, we rely on the information contained in the

region of residence which is corresponds to the NUTS2 level in Belgium, Germany and the

Netherlands.

4. In case, households neither reported the ZIP code or the region in which they reside, we exclude

them from the sample.

Table B.3 provides an overview of the regions, households and the number of transactions we include

in the sample. Other reasons for excluding households is when they did not record a purchase in all

four quarters of the year.

C Extensions of Proposition 1

C.1 Oligopolistic competition

Assuming oligopolistic competition instead of monopolistic competition has the following

implications. Given that the second part of Proposition 1 does not rely on the markup rule, assuming

oligopolistic competition instead of monopolistic does not impact the proof of this part. However, in

the first part of the proposition, markups do not necessarily difference out. Nevertheless, we can still

decompose final consumer prices into a markup component and a marginal cost component:

Lkl
p,t =

∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnPpfi,kt − lnPpfi,lt)

]
=
∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMpfi,kt + lnMCpfi,kt − lnMpfi,lt − lnMCpfi,lt)

]
=
∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMCpfi,kt − lnMCpfi,lt)

]
+
∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMpfi,kt − lnMpfi,kt)

]
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To detect whether there exist positive variable costs, we can apply the same arguments as before and

consider the following test instead:

E
[ ∣∣MCkl

p,t(1)
∣∣− ∣∣MCkl

p,t(0)
∣∣ ∣∣∣Xkl = 0, Bkl = 1

]
> 0 =⇒ ∃ τpfi,t > 1

where MCkl
p,t ≡

∑
f∈Ωkl

p
ωkl
pf,t

[∑
i∈Ωkl

p
ωkl
pfi,t (lnMCpfi,kt − lnMCpfi,lt)

]
.

C.2 General variable trade costs

Consider a more general expression for the marginal cost:

MC
(
φpfi,zt, t

(
X lz

)
, τpfi,tB

zl
)

Given that the second part of Proposition 1 only relies on the CES-assumption, allowing for more

general variable marginal costs does not impact the proof of this part. However, in the first part of the

proposition, the expression slightly changes:

∣∣Lkl
p,t

∣∣ = ∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnPpfi,kt − lnPpfi,lt)

]∣∣∣∣
=

∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMpfi,kt + lnMCpfi,kt − lnMpfi,lt − lnMCpfi,lt)

]∣∣∣∣
=

∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMCpfi,kt − lnMCpfi,lt)

]∣∣∣∣,
where the first equality follows from (5), and the second and third equality use the optimal pricing

rule under monopolistic competition with the nested CES demand system presented in the text. We
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can now write the following two expectations. First, we have

E
[ ∣∣Lkl

p,t(1)
∣∣ ∣∣∣Xkl = 0, Bkl = 1

]
= E

∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMCpfi,kt(1)− lnMCpfi,lt(1))

]∣∣∣∣
∣∣∣∣∣Xkl = 0, Bkl = 1


= E

[∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t

(
lnMC

(
φpfi,zt, t

(
Xkz

)
, τpfi,tB

zk
)
−

lnMC
(
φpfi,zt, t

(
X lz

)
, 0
) )]∣∣∣∣

∣∣∣∣∣Xkl = 0, Bkl = 1

]

= E

[∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t

(
lnMC

(
φpfi,zt, t

(
X lz

)
, τpfi,t

)
−

lnMC
(
φpfi,zt, t

(
X lz

)
, 0
) )]∣∣∣∣

∣∣∣∣∣Xkl = 0, Bkl = 1,

]

where the second equality uses the expression of the marginal cost function and the assumption that

production takes place at z and consumption at k is foreign whereas consumption at l is domestic, and

the fourth equality uses the conditioning on geographic differences Xzk = Xzl whenever Xkl = 0.

Second, we have

E
[ ∣∣Lkl

p,t(1)
∣∣ ∣∣∣Xkl = 0, Bkl = 1

]
= E

∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t (lnMCpfi,kt(1)− lnMCpfi,lt(1))

]∣∣∣∣
∣∣∣∣∣Xkl = 0, Bkl = 1


= E

[∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t

(
lnMC

(
φpfi,zt, t

(
Xkz

)
, τpfi,tB

kz
)
−

lnMC
(
φpfi,zt, t

(
X lz

)
, 0
) )]∣∣∣∣

∣∣∣∣∣Xkl = 0, Bkl = 1

]

= E

[∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t

(
lnMC

(
φpfi,zt, t

(
X lz

)
, 0
)
−

lnMC
(
φpfi,zt, t

(
X lz

)
, 0
) )]∣∣∣∣

∣∣∣∣∣Xkl = 0, Bkl = 1

]
= 0
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where the second equality now uses the fact that consumption is domestic at both k and l and the

fourth equality again uses that Xkz = X lz whenever Xkl = 0. Subtracting both expectations, we

obtain:
E
[ ∣∣Lkl

p,t(1)
∣∣− ∣∣Lkl

p,t(0)
∣∣ ∣∣∣Xkl = 0, Bkl = 1

]
= E

[∣∣∣∣ ∑
f∈Ωkl

p

ωkl
pf,t

[ ∑
i∈Ωkl

p

ωkl
pfi,t

(
lnMC

(
φpfi,zt, t

(
X lz

)
, τpfi,t

)
−

lnMC
(
φpfi,zt, t

(
X lz

)
, 0
) )]∣∣∣∣

∣∣∣∣∣Bkl = 1

]
which is only different from zero if there exists an τpfi,t that is greater than one.

D Estimation of the elasticities

D.1 Variety-level elasticities - σp

Estimation strategy Applying Shephard’s lemma to the firm-level unit expenditure function in

Equation (3), demand for variety i in region l at time t is given by:

Cpfi,lt = ξ
σp−1
pfi,lt

(
Ppfi,lt

Ppf,lt

)−σp

Cpf,lt

Taking logs, we have:

cpfi,lt = −σpppfi,lt + σpppf,lt + cpf,lt + (σp − 1)ln (ξpfi,lt)

where small letters indicate logarithmic transformations of level variables. In addition to recording

the location of consumption, the transaction data also registers in which retail chain c the transaction

took place. To estimate elasticities of substitution, we, therefore, consider the following empirical

demand model at the variety-retail chain-region level:

cpfic,lt = −σpppfic,lt + θpfic,n(l)y(t) + θpfic,n(l)w(t) + λpfc,lt + εpfic,lt (D.1)

where εpfic,lt subsumes the structural residual ξpfi,lt. Two sources of endogeneity complicate

estimating the elasticity of substitution σp. First, the price and consumption index Pfp,lt and Cfp,lt

are a function of the demand shock ξpfi,lt which simultaneously determines the quantity level. To
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overcome this challenge, we include λpfc,lt which absorbs all index-level variation.31 Second,

because prices are likely chosen with prior knowledge of ξpfi,lt, they may be correlated with ξpfi,lt.

To deal with this second concern, we capitalize on the fact that we also observe consumption at the

retail chain level. In particular, Dellavigna & Gentzkow (2019) show that retail chains tend to follow

uniform pricing strategies: while they frequently change prices over time, for instance through

temporary discounts, they limit spatial variation to a minimum. Once we condition on the seasonal

variation in prices and quantities, the lower-frequency variation in these variables should reflect

variation due to cost factors. To control for such seasonal variation, first note that the fixed effects

λpfc,lt do not only control for the price and quantity indices but also for time-varying demand shocks

that affect the varieties supplied by a specific firm in a given location in a given chain similarly. We

also include θicn(l),y(t), i.e. variety-chain-country-year fixed effects, and θicn(l),w(t), i.e.

variety-chain-country-week of year fixed effects to control for seasonal variation at the variety-retail

chain level. These fixed effects filter out variety-retail chain level seasonality at the weekly level and

allow the seasonal patterns to change from year to year. As a final measure to deal with price endo-

geneity, we construct a Hausman (1996)-type instrument following Dellavigna & Gentzkow (2019).

In particular, for each variety-retail chain-week observation, we instrument the price with the

average price of the same variety in other regions of the same country. This relies on the assumption

that, conditional on the included fixed effects, local demand shocks are not correlated across regions.

Objective function In the estimation, we rely on the following moment condition

Et [εicl,t|p̄ic−l,t,θ,λ] = 0 and minimize the following GMM-objective function to obtain:

σ̂p = argmin
σp

M (σp)
′WM(σp) ∀p ∈ P

where

Micl(σp) = Et [p̄ic−l,tεicl,t(σp)] , p̄ic−l,t ≡
1

Nlc

∑
k∈Lc\l

pick,t

and W is a weighting matrix that weights the variety-region moment conditions using the number of

transactions associated with that variety in that region. For this reason, our estimator is very similar to

the one developed in Dellavigna & Gentzkow (2019) but different from Faber & Fally (2022) which

estimates brand-level elasticities in the US using only regional variation and no variation across retail

31Including index-level fixed effects is a common strategy to deal with these unobservables, e.g. Atkin et al. (2018),
Arkolakis et al. (2019) and Faber & Fally (2022).
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chains and different from Atkin et al. (2018) which use it to estimate store-level elasticities in Mexico

by collapsing the variety dimension.

Frequency restrictions on the sample We place restrictions on the frequency in which varieties are

sold because there is widespread evidence of the existence of many zeros in scanner data which might

potentially downwardly bias the elasticity estimates (e.g. Dubé et al. (2021); Gandhi et al. (2022)).

Given our broad focus on many categories, it is hard to obtain exogenous variation in choice set

determination for each category as in Dubé et al. (2021). Instead, we choose to only include varieties

that are frequently purchased and thus suffer less from zero market shares. Below, we discuss the

sensitivity of the estimates to alternative sample restrictions.

Baseline results To estimate category-varying elasticities of substitution, we estimate Equation

(D.1) for each product category separately. We restrict the sample to variety-retail chain combinations

with positive sales in at least 50% of the weeks in a given year. Table K.1 and Figure D.1 present

the baseline OLS and IV estimates. All OLS estimates have a negative sign but also represent quite

inelastic residual demand curves, with elasticities of −1.96 and −0.22 for the 10th and 90th percentiles

of the distribution across categories. The IV estimates are generally precise and larger than the OLS

estimates in absolute value.32 The median elasticity is −2.77, and the 10th and 90th percentiles of

the distribution are −4.77 and −1.15 respectively. In addition, we reject the null hypothesis that

the elasticities are equal to −1 for all but two categories.33 While Hottman et al. (2016) report

somewhat more elastic variety-level estimates, the estimated elasticities are quantitatively in line with

the estimates reported in different strands of literature. For comparable US scanner data, Dellavigna

& Gentzkow (2019), Faber & Fally (2022) and Döpper et al. (2022) report variety-level elasticities

between −2.6 and −2, and Fajgelbaum et al. (2020) use −2.53 as the preferred variety-level elasticity

using US trade data.

Robustness We consider three different robustness checks. First, when we do not place any

restrictions on the sample, Table K.1 shows that the IV estimates are less elastic. For instance, the

32The precision of the IV-estimates is due to the generally high first-stage F-statistics. The Kleibergen-Paap statistic
has an unreported 10%-90% range of [12.35, 1098.44] across categories.

33We are unable to estimate elasticities of substitution for the Skincare - Makeup and Infant food categories because
they have too few observations, conditional on the fixed effects. Failing to obtain IV-estimates is common (see e.g.
Hottman et al. (2016); Jaravel (2019)). If we are unable to estimate the elasticity, we set it equal to the median value of
elasticities across product categories when constructing cost-of-living differences.
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10th and 90th percentiles of distribution become −3.45 and 0.52. By placing stricter restrictions on

the sample in terms of the frequency of positive sales and on the minimal required market share, the

estimates become more elastic. When we restrict the frequency at 26 weeks and the variety-level

market share at 0.1%, the distribution of elasticities is almost identical.

Second, the baseline specification uses data at the weekly frequency. Figure K.1 and Table K.2

shows the results when we estimate the elasticities using a monthly frequency. The IV estimates

are almost always precisely estimated but they are also generally less elastic. In addition, Table

K.2 indicates that there are slightly more categories with inelastic demand. As the weekly estimates

are more robust and will provide more conservative results, given that the estimated elasticities are

higher, we use the weekly elasticities as input for the subsequent analyses.

Finally, the theoretical framework does not have a retail chain dimension, so there is some

leeway as to how we deal with regional time-varying demand shocks. Table K.1 shows that the

results are robust to replacing the firm-chain-category-region-time fixed effects with

firm-chain-category-country-time fixed effects. In this case, we recover a more elastic median

demand elasticity of −3.89, but the 10th and 90th percentiles of the distribution also become wider

and are given by −8.89 and 4.20. When we include only firm-category-region-time fixed effects

instead of the firm-chain-category-region-time fixed effects, the median elasticity is estimated at

−3.12 and the 10th and 90th percentiles of the distribution are −5.01 and −1.15.

D.2 Firm-level elasticities - ηp

Estimation strategy Applying Shephard’s lemma to the category-level unit expenditure function

in Equation (3), demand for firm f in region l at time t is given by:

Cpf,lt = ξ
ηp−1
pf,lt

(
Ppf,lt

Pp,lt

)−ηp

Cp,lt

Taking the log transformation of the firm-level residual demand curve yields:

cpf,lt = −ηpppf,lt + ηppp,lt + cp,lt + (ηp − 1)ln (ξpf,lt)

and its empirical counterpart is given by:

cpf,lt = −ηpppf,lt + θpf,l + λp,lt + εpf,lt (D.2)
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Figure D.1: Elasticity of substitution σp: Weekly frequency
∑

t∈y(t) 1(Pil,tCil,t > 0) ≥ 0.5
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Notes: This figure shows the OLS and IV-estimates of the variety level elasticities of substitution σp estimated us-
ing consumption data at the weekly frequency. The estimations include all variety-region-week observations for which
weekly sales are positive in over 50% of weeks in a given year. We include variety-region-chain-year FEs, variety-region-
chain-week and category-region-chain-week FEs. Alongside the parameters, we plot 95% confidence intervals based on
clustered standard errors at the variety level. For expositional purposes, we omit estimates for which the confidence in-
tervals are outside of the [−10, 2] range.

where εpf,lt subsumes ξpf,lt. Like before, estimating the elasticities of substitution ηp is complicated

by two endogeneity concerns. First, the unobserved demand shifters simultaneously determine the

category-level price and quantity indices and the quantity demanded. Like before, we include the

category-region-time fixed effects λp,lt which absorbs all variation at the level of price and consump-

tion indices. Second, if firms have prior knowledge of ξpf,lt and take this information into account

when setting prices, firm-level prices will be correlated with the error term. On the one hand, the

inclusion of λp,lt already controls for time-varying regional demand shocks that affect all firms

similarly in category p in region l. On the other hand, we add θpfl, which are category-firm-region

fixed effects, and which pick up persistent differences in firm-level tastes across regions. Even

conditional on the fixed effects, there might still be variation in ξpf,lt over time that is correlated with
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firm-level prices. For this reason, we additionally rely on an instrument that follows from the

structure of the demand system and the normalization made in Equation (2).34 Following Hottman et

al. (2016), the firm-level price index can be written as a product of three terms:

Pfpl,t =

 ∑
i∈Bfpl,t

P
1−σp

il,t ξ
σp−1
il,t

 1
1−σp

=

 ∑
i∈Bfpl,t

P
1−σp

il,t

Pil,t

P̃il,t

(
Sf
il,t

S̃f
fpl,t

) 1
σp−1

ξ̃fpl,t

σp−1
1

1−σp

= P̃fpl,t

 ∑
i∈Bfpl,t

Sf
il,t

S̃f
fpl,t

ξ̃
σp−1
fpl,t

 1
1−σp

= P̃fpl,t

 ∑
i∈Bfpl,t

Sf
il,t

S̃f
fpl,t

 1
1−σp

ξ̃−1
fpl,t

The first part is the unweighted geometric average across variety-level prices offered by firm f in

category p, region l at time t. Clearly, if firms have prior knowledge of ξpf,lt, this first part of the

firm-level price index is correlated with ξpfl,t. The second part of this expression depends on the

dispersion in variety-level market shares within each category-firm-region-time cell. Intuitively,

greater dispersion in taste-adjusted prices induces more dispersion in market shares, leading to a fall

in the geometric average of the market shares. Importantly, the relative within

category-firm-region-time market shares do not depend on ξpf,lt as ξpf,lt affects all varieties within

the firm-level nest equally. The final part of this decomposition is the unweighted geometric average

of variety-level taste shifters. Given the normalization made in Equation (2), this part is

time-invariant and will be partialled out with the inclusion of θpf,l. The second part of this

decomposition co-determines firm-level prices and is uncorrelated with the firm-level taste

34There is a conceptual and a practical reason why we do not rely on the Hausman-type instrument at the firm level.
Conceptually, section 4 does not explicitly model consumer preferences for different retail chains. When estimating the
elasticities of substitution at the variety level, we interacted the fixed effects with the retail chain dimension and allowed
for different consumer preferences across different retail chains without taking a stance where preferences for retail
chains would enter the preference system. However, at the firm level, the price and quantity variables already represent
aggregated variables. Hence, if we had taken the same approach we would have implicitly assumed that preferences for
retail chains enter as an additional nest on top of the firm- and variety-level nests. Therefore, applying the same approach
would require additional assumptions on the preference system. When we disregarded these conceptual objections and
implemented the same approach, the power of the Hausman instrument at the firm level was low. Therefore, from a
practical point of view, the same approach would not be a suitable strategy at the firm level.
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parameter, making it a suitable instrument.35

Constructing the price and quantity indices Before we can actually estimate equation (D.2), we

need to construct the firm-level price and quantity variables. Given our normalization, we back out

the variety-level taste parameters by taking the ratio of the market share Sil,t and its geometric average

S̃fpclt:

Sf
il,t

S̃f
fpl,t

=

(
Pilt

ξil,t

)1−σp

(∏
i∈Bfpl,t

(
Pil,t

ξil,t

)1−σp
) 1

Nfpl,t

=

(
Pil,t

ξil,t

)1−σp

(
P̃fpl,t

ξ̃fpl,t

)1−σp

ξil,t =
Pil,t

P̃fpl,t

(
Sil,t

S̃fpl,t

) 1
σp−1

ξ̃fpl,t

where ξ̃fpl,t is defined as before and P̃fpl,t ≡
(∏

i∈Bfpl,t
Pil,t

) 1
Nfpl,t . Combined with the estimated

elasticities of substitution, these backed-out demand residuals can be used to construct the quantity

and price indices.

Objective function In the estimation, we rely on the following moment condition

Et

[
εfpl,t|pDfpl,t,θ,λ

]
= 0 and minimize the following GMM-objective function to obtain:

η̂p = argmin
ηp

M (ηp)
′WM(ηp) ∀p ∈ P

where

Mpfl(ηp) = Et

[
pDfpl,tεfpl,t(η)

]
, pDfpl,t ≡

1

1− σ̂p

ln

 ∑
i∈Bfpl,t

Sil,t

S̃fpl,t

ξ̃
σ̂p−1
fpl,t


and W is a weighting matrix that weights the variety-region moment conditions using the number of

transactions associated with that firm in that region.

35This strength of the instrument relies on the presence of multi-product firms and imperfect substitutability across
varieties which. When only one product is supplied, the dispersion in market share is zero. If varieties are perfect
substitutes (σp → ∞), market shares are disconnected from taste-adjusted prices leading to no dispersion in market
shares.
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Baseline results We estimate category-specific elasticities of substitution by estimating Equation

(D.2) separately for each category. We include all varieties that register positive sales more than 50%

of the time in a given year. Figure D.2 shows the baseline results. The OLS estimates are all negative,

precisely estimated but relatively inelastic as they almost always fall within a range from -2 to -1.

We turn to the IV estimates next. First, the instruments are strong as the first-stage F-statistics are

almost always larger than the conventional rejection levels for weak instruments.36 Second, the IV

estimates imply more elastic residual demand curves as they are centered around −3.10 and have a

10%-90% range of [−4.84,−1.71].37 Relative to variety-level estimates, there are comparatively few

papers that estimate firm-level elasticities of substitution. Hottman et al. (2016) is one of the few

papers that estimate firm-level elasticities and report estimates between [−7.3,−2.6] centered around

−3.9. Therefore, our estimates are quite close to theirs, albeit slightly less elastic.

Robustness We consider three robustness checks. First, Table K.3 shows that the elasticities are

very similar across different sample restrictions. This is because the data becomes much less sparse

when we collapse the retail chain and variety dimensions. Hence, imposing the same sample

restrictions does not result in markedly different samples.

Second, similar to the product-variety estimates, the distribution of monthly firm-level elasticities

is shifted upwards when we collapse the data at the monthly level. While the elasticities are still

precisely estimated, Table K.4 shows that the distribution of monthly estimates is centered around

−1.66 and has a compressed range from -3.20 to -1.32.

Third, the baseline estimation includes category-firm-region fixed effects and thus controls only

for persistent differences across firms within regions. However, if retail chains and firms coordinate

on seasonal price changes and promotion, an alternative identification strategy could be to use time

variation conditional on seasonal shocks. For this reason, we re-estimate Equation (D.2) by replacing

the θpfl fixed effects with category-firm-region-year fixed effects, θpfl,y(t), and category-firm-region

fixed effects-week-of-the-year θpfl,w(t). This set of fixed effects also flexibly controls for seasonal

demand shocks that could drive both firm-level demand and prices. Nevertheless, Table K.3 shows

that the estimated distribution of elasticities is quantitatively similar to the baseline results.

36More precisely, the first-stage Kleibergen-Paap F-statistics have a 10%-90% range of [15.60; 5, 830.67] while the
smallest F-statistic is 7.24.

37The estimation routine successfully completes for all categories and we reject the null hypothesis that the elasticities
are equal to −1 for all the categories.
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Figure D.2: Elasticity of substitution ηp: Weekly frequency
∑

t∈y(t) 1(Pil,tCil,t > 0) ≥ 0.5
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Notes: This figure shows the OLS and IV-estimates of the firm-level elasticities of substitution η estimated using con-
sumption data at the weekly frequency. The estimations include all firm-region-week observations for which weekly sales
are positive in over 50% of weeks in a given year. We include category-firm-region- FEs and category-region-week FEs.
Alongside the parameters, we plot 95% confidence intervals based on clustered standard errors at the firm level. For ex-
positional purposes, we omit estimates for which the confidence intervals are outside of the [−10, 2] range.

Implied markups As an additional check we assess what the estimated elasticities of substitution

imply for the firm-level markups. Under Bertrand price competition, firm-level markups depend on

the firm-level elasticity of substitution and on the firm-level market share in location l at time t. In

particular, markups are equal to Pil,t/MCil,t = (ηp − (ηp − 1)Sfpn,t)
/
(ηp − (ηp − 1)Sfpn,t − 1)

where Sfpn,t is the firm-level market share. Figure D.3 shows the full distribution of recovered

firm-level markups across category-firm-country-year observations. We recover a median firm-level

markup of 1.5, i.e. the median firm charges a 50% price premium over its marginal costs.

How sensible are these markup estimates? We benchmark our estimates to the broader literature

on markup estimation. There are two broad strands in this literature. First, the demand approach

estimates markups by specifying a model of demand and competition between firms. Our approach
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Figure D.3: Firm-level markup distribution
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Notes: This figure plots the distribution of firm-level markups. To account for the sampling variation in the elasticities
of substitution, we bootstrap the markup distribution. In practice, we draw from the limiting distribution of the firm-level
elasticities of substitution and for each bootstrap sample, we compute firm-level markups at the category-firm-country-
year level. Hereafter, we bin the absolute markup estimates into 40 separate bins and compute for each bin the number of
observations that fall into each bin. Finally, we winsorize the markup distribution at a markup of 3.

falls in this strand. Other papers that take the demand approach to estimate markups for a broad

set of categories are Hottman et al. (2016) and Döpper et al. (2022). While Hottman et al. (2016)

find a median markup of 1.31, Döpper et al. (2022) report a median markup of 2.08.38 Second,

the production approach, pioneered by Loecker & Warzynski (2012), obtains markups by estimating

a production function in combination with an assumption of cost minimization with respect to a

variable input. Loecker et al. (2016) and Loecker et al. (2020) report a median elasticity of 1.6 for

Indian manufacturing firms and an average markup of 1.6 for public US companies. Our estimates

are therefore broadly in line with both strands in the literature.

E Evidence on Cross-border shopping

38These papers report different measures of the markup. Hottman et al. (2016) report a median P−MC
MC of 0.31, which

results in a median P
MC of 1.31. Döpper et al. (2022) report a median Lerner index P−MC

P of 0.48 which results in a
median P

MC of 2.08.
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Table E.1: Cross-border shopping - Overall

Total Share

Store region Transaction Sales Transaction Sales

Belgium 55,221,132 174,211,718 0.979 0.978
France 216,535 797,661 0.004 0.004
The Netherlands 522,119 1,408,998 0.009 0.008
Other foreign 462,753 1,490,103 0.008 0.008
Unknown 11,331 138,077 0.000 0.001

Notes: This table provides the total number of transactions, the total expenditure, the share in the total number of trans-
actions and the share in total expenditure for stores located in Belgium, France, the Netherlands, in another country and
for stores which we cannot locate. To obtain these numbers we include all purchases made by Belgian households for the
full sample period. Expenditure is expressed in EUR.
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Figure E.1: Cross-border shopping - Distance to the border
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(c) The Netherlands - Propensity
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(d) The Netherlands - Expenditure
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Notes: These figures plot the prevalence of cross-border shopping for Belgian households. Panel (a) and panel (c) plot
the share of households that engages at least once in cross-border shopping over the full sample period in either France
or the Netherlands as a function of their distance to the respective border. Panel (b) and panel (d) plot the share in total
expenditure that accounts for cross-border shopping in either France or the Netherlands as a function of their distance to
the respective border. To obtain these numbers we include all households for which we observe their ZIPcode. If so, we
compute the smallest great arc distance from the respective ZIPcode to the national border. Given these distances, we
create 5km-wide bins to which we allocate households based on their distance to the border. To compute the propensity
to engage in cross-border shopping we compute in each distance bin the sum of population weights of the group of people
that engages in cross-border shopping. To compute the expenditure share we compute a weighted average of individual
household expenditure shares on cross-border transactions by their population weight in each distance bin.

23



Uncovering the Sources of Cross-border

Market Segmentation: Evidence from the EU

and the US

FURTHER RESULTS, NOT FOR PUBLICATION
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F Firm size distributions across countries

Table F.1: Average Firm and UPC size

Belgium France

Mean Median 10th% 90th% Mean Median 10th% 90th%

Nr. firms 300 262 102 545 199 166 75 377
Firm sales 1,272 1,029 503 2,436 5,169 4,452 1,868 9,208
Log firm sales 4 4 3 4 5 5 5 6
UPCs per firm 10 10 6 14 18 16 9 26
UPC sales 45 38 20 77 161 120 64 313

Germany Netherlands

Mean Median 10th% 90th% Mean Median 10th% 90th%

Nr. firms 305 273 91 609 272 257 95 484
Firm sales 5,320 4,390 2,242 9,182 2,953 2,463 1,061 5,690
Log firm sales 6 6 5 6 4 4 4 5
UPCs per firm 15 13 8 23 11 11 6 16
UPC sales 216 177 90 362 109 87 40 219

Notes: This table provides across countries the distribution of the (1) number of firms, (2) firms sales, (3) log of firm
sales, (4) numbers of UPCs per firm and (5) sales per UPC. We compute the mean across category-year combinations
where we weight category-year observations with category-year expenditures.
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Table F.4: Size Distribution by number of UPCs

Belgium France

Nr. UPCs Nr. Firms Bin share St dev. UPC sales Nr. Firms Bin share St dev. UPC sales

1 174 1.47 1.36 65 0.76 1.63
2-5 126 3.90 1.42 57 2.84 1.65
6-10 33 3.78 1.50 22 3.59 1.67
11-20 23 6.69 1.54 19 6.56 1.67
21-50 15 14.34 1.62 21 16.69 1.70
51-100 7 19.47 1.68 9 19.17 1.68
≥ 100 7 56.50 1.83 9 56.50 1.74

Germany Netherlands

Nr. UPCs Nr. Firms Bin share St dev. UPC sales Nr. Firms Bin share St dev. UPC sales

1 99 1.30 1.66 128 1.12 1.69
2-5 105 4.41 1.63 104 3.39 1.74
6-10 36 4.34 1.66 30 3.40 1.79
11-20 29 7.74 1.70 22 6.93 1.85
21-50 27 16.45 1.76 18 16.32 1.91
51-100 12 20.16 1.85 7 18.06 1.86
≥ 100 10 52.16 1.95 9 58.02 1.94

Notes: This table shows across countries (1) the mean number of firms, (2) the total market share (3) the standard
deviation of UPC level sales within firms for different bins based on the number of UPCs per firm. The mean is computed
across category-year combinations where we weight category-year observations with category-year expenditures.
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G Consumption behavior across countries

Figure G.1: Expenditure per year
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Notes: These figures plot the distribution of average expenditure per year across households in the final sample on the 68
included categories for each country.
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Figure G.2: Barcodes per year
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Notes: These figures plot the distribution of the average number of consumed barcodes per year across households in the
final sample on the 68 included categories for each country.
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Figure G.3: Purchases per week
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Notes: These figures plot the distribution of the average number of transactions barcodes per week across households in
the final sample on the 68 included categories for each country.
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Figure G.4: Store visits per week
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Notes: These figures plot the distribution of the average number of store visits barcodes per week across households in
the final sample on the 68 included categories for each country. We define a store visit as a combination of visiting a store
on a certain day. Hence, visiting two different stores on the same day is counted as two store visits.
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H Robustness of the Reduced form evidence

H.1 LOP deviations

Figure H.1: Absolute LOP deviations - All varieties

(a) Transaction-weighted: EU
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(b) Transaction-weighted: USA
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(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.2: Absolute LOP deviations - Branded and private label varieties

(a) Transaction-weighted: EU
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(b) Transaction-weighted: USA
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(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.3: Absolute LOP deviations - Branded varieties

(a) Transaction-weighted: EU
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(b) Transaction-weighted: USA

E [|ppi,kt − ppi,lt||n(k) = n(l)] = 0.091

E [|ppi,kt − ppi,lt||n(k) ̸= n(l)] = 0.104

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0 0.2 0.4 0.6 0.8 1.0
|ppi,kt − ppi,lt|

D
en

si
ty

Domestic International

(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.4: Absolute LOP deviations - All varieties - Within store

(a) Transaction-weighted: EU
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(b) Transaction-weighted: USA
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(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.5: Absolute LOP deviations - Branded and private label varieties - Within store

(a) Transaction-weighted: EU
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(b) Transaction-weighted: USA
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(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.6: Absolute LOP deviations - Branded varieties - Within store
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E [|ppic,kt − ppic,lt||n(k) = n(l)] = 0.074

E [|ppic,kt − ppic,lt||n(k) ̸= n(l)] = 0.073

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0 0.2 0.4 0.6 0.8 1.0
|ppi,kt − ppi,lt|

D
en

si
ty

Domestic International

(c) Unweighted: EU
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(d) Unweighted: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.7: Barcode availability differences - All varieties
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.8: Barcode availability differences - Branded and private label varieties
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(d) Expenditure: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.9: Barcode availability differences - Branded varieties
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(d) Expenditure: USA
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.10: Firm availability differences
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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H.2 Robustness of Table 1

Figure H.11: Yearly border effects: LOP deviations

(a) Yearly border effects: EU
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.12: Yearly border effects: Barcode availability differences - All varieties

(a) Yearly border effects: EU
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.13: Yearly border effects: Firm Availability differences

(a) Yearly border effects: EU
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.14: Yearly border effects: Availability differences - All varieties

(a) Yearly border effects: EU
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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Figure H.15: Absolute LOP deviations - All varieties

(a) Yearly border effects: EU
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Notes: This figure plots the distribution of the absolute LOP deviations across variety-year-NUTS2-region pairs. The
grey bars plot the conditional distribution for intranational pairs, and the red bars do the same for international pairs. We
compute these distributions in two steps. First, we compute LOP deviations and winsorize the distribution symmetrically
at 1 log point. Second, we bin the variance into 40 separate bins and compute for each bin the number of observations
that fall into each bin. Panel (a) replicates the result we show in the paper and is based on pooling across households and
stores when computing price differences. Panel (b) computes price differences for identical product varieties within store
types. Panel (c) computes price differences for identical product varieties within household types. Panel (d) computes
price differences for identical product varieties within stores and household types.
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I Detailed derivation of cost-of-living decomposition

In this section, we provide a stepwise derivation of the decomposition of cost-of-living differences.

Definitions Define the share spend in region l at time t on firms that sell both in region l and region

k in category p, λkl
p,lt, and the share spend in region l in at time t on common varieties sold by firm f

between region l and region k in product category p, λkl
pf,lt, as:

λkl
p,lt ≡

∑
f∈Ωkl

p
Ppf,ltCpf,lt∑

f∈Ωp,lt
Ppf,ltCpf,lt

, λkl
pf,lt ≡

∑
i∈Ωkl

pf
Ppfi,ltCpfi,lt∑

i∈Ωpf,lt
Ppfi,ltCpfi,lt

,

where Ωkl
p is the set of firms that sell both to region l and region k and Ωp,lt is the set all firms selling

to region l at time t in category p, Ppf,lt is the firm-level price index defined in the main body of the

text and Cpf,lt is the corresponding firm-level consumption level. Likewise, Ωkl
pf is the set of varieties

sold by firm f that are available in both region l and region k, Ωpf,lt is the set all varieties that are

available in region l at time t in category p sold by firm f , Ppfi,lt is the price of variety i in region l

at time t and Cpfi,lt is the corresponding consumption level. In addition, define for all firms that sell

in region l and k in category p the common market share and for all common varieties the common

market share in region l at time t in category p as:

Skl
pf,lt ≡

Ppf,ltCpf,lt∑
f∈Ωkl

p
Ppf,ltCpf,lt

, Skl
pfi,lt ≡

Ppfi,ltCpfi,lt∑
i∈Ωkl

pf
Ppfi,ltCpfi,lt

.

Then, we can write the regular market shares as the combination of the common market share and

the share spent on the common choice set. For the firm-level market share:

Spf,lt =
Ppf,ltCpf,lt∑

f∈Ωkl
p
Ppf,ltCpf,lt

, ∀ f ∈ Ωkl
p

=
Ppf,ltCpf,lt∑

f∈Ωkl
p
Ppf,ltCpf,lt

∑
f∈Ωkl

p
Ppf,ltCpf,lt∑

f∈Ωp,lt
Ppf,ltCpf,lt

, ∀ f ∈ Ωkl
p

=
Ppf,ltCpf,lt∑
Ωkl

p
Ppf,ltCpf,lt

∑
f∈Ωkl

p
Ppf,ltCpf,lt∑

f∈Ωp,lt
PfpltCpf,lt

∀ f ∈ Ωkl
p .

Therefore, we can write the market shares for each common firm and variety:

Spf,lt = Skl
pf,ltλ

kl
p,lt ∀ f ∈ Ωkl

p , Spfi,lt = Skl
pfi,ltλ

kl
pf,lt ∀ i ∈ Ωkl

pf .
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Cost-of-living decomposition Using these definitions, we decompose cost-of-living differences

∆CLEll′,t between regions l and k at time t:

∆CLEt ≡ lne(P kt, Ult)− lne(P lt, Ult) = ln
e(P kt, Ult)

e(P lt, Ult)

= ln
e(P kt, 1)

e(P lt, 1)
= ln

∏
p∈P

[
Pp,kt

Pp,lt

]αp

=
∑
p∈P

αp(lnPp,kt − lnPp,lt),

where we have used the assumption of homothetic preferences and the assumption of Cobb-Douglas

preferences across categories. Note that from Shephard’s lemma, we can write firm-level and variety-

level market shares as:

Spf,lt =
CfpltPpf,lt∑

f∈Ωp,lt
PfpltCpf,lt

=

(
Ppf,lt

ξpf,lt

)1−ηp

P
1−ηp
p,lt

, Spfi,lt =
Cpfi,ltPpfi,lt∑

i∈Ωpf,lt
PiltCpfi,lt

=

(
Ppfi,lt

ξpfi,lt

)1−σp

P
1−σp

pf,lt

.

Consider the firm-level market share and take logs

lnSpf,lt = (1− ηp) lnPpf,lt − (1− ηp) lnPp,lt + (ηp − 1) lnξpf,lt

lnPp,lt = lnPpf,lt − lnξpf,lt +
1

ηp − 1
(lnSpf,lt)

= lnPpf,lt − lnξpf,lt +
1

ηp − 1

(
lnSkl

pf,lt + lnλkl
p,lt

)
.

Take the difference between lnPp,kt and lnPp,lt and take an unweighted arithmetic average over the

set of common firms (f ∈ Ωkl
p ) and a cross-sectional difference across regions l and k at time t:

1

Nkl
p

∑
f∈Ωkl

p

[lnPp,kt − lnPplt] =
1

Nkl
p

∑
f∈Ωkl

p

[
(lnPfp,kt − lnPpf,lt)− (lnξfp,kt − lnξfp,kt)

+
1

ηp − 1

(
lnSkl

fp,kt − lnSkl
fp,kt

)
+

1

ηp − 1

(
lnλkl

p,kt − lnλkl
p,lt

) ]
lnPp,kt − lnPp,lt =

1

Nkl
p

∑
f∈Ωkl

p

(lnPfp,kt − lnPpf,lt) +
1

ηp − 1

1

Nkl
p

∑
fΩkl

p

(
lnSkl

fp,kt − lnSkl
fp,kt

)
+

1

ηp − 1

(
lnλkl

p,kt − lnλkl
p,lt

)
,

where the second line uses the normalization that consumer tastes in region l and k for the set of firms
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that sell both to region l and k, are the same on average.

We provide some additional intuition into why the second correction term captures taste

differences in addition to substitution effects. Starting with the substitution effect, in the presence of

LOP deviations, consumers in different regions will have different expenditure shares on the same

bundle. The substitution effect ensures that each firm-level price difference is weighted according to

its welfare-relevant weight in the consumption baskets in both regions. In the knife-edge case where

regional taste differences are zero, the second correction term would collapse to the well-known

Sato-Vartia index.39 To see why the second correction term also captures regional differences in con-

sumer taste, suppose that there are no LOP deviations and that consumer tastes are more dispersed in

region k relative to region l. Intuitively, such a difference in dispersion in consumer taste leads con-

sumers in k to allocate a greater share of expenditure to firms for which they have a high taste. As

they derive more utility from the consumption of high-taste bundles, their welfare is higher and this

should also be reflected in a lower cost-of-living level. Mechanically, greater dispersion in consumer

taste is accompanied by more dispersion in firm-level common market shares and this shows up in a

lower geometric average of common market shares and a lower cost-of-living level. As a final point,

in addition to the difference in common market share, the second correction term also depends on

the firm-level elasticity of substitution. This is because the higher elasticity of substitution the more

responsive are consumers to prices relative to tastes, which lowers the need to correct the price term.

Decomposing Pfp,kt − Ppf,lt follows similar steps. Consider the variety-level market share and

take logs

lnSpfi,lt = (1− σp) lnPpfi,lt − (1− σp) lnPpf,lt + (σp − 1) lnξpfi,lt

lnPpf,lt = lnPpfi,lt − lnξpfi,lt +
1

σp − 1
(lnSpfi,lt)

= lnPpfi,lt − lnξpfi,lt +
1

σp − 1

(
lnSkl

pfi,lt + lnλkl
pf,lt

)
Take the difference between lnPfp,kt and lnPpf,lt and take an unweighted arithmetic average over the

39This follows immediately from the derivation of the common market share terms when setting ξpf,kt = ξpf,lt ∀ f ∈
Ωkl

p and ξpfi,kt = ξpfi,lt ∀ i ∈ Ωkl
p .
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set of common varieties (i ∈ Ωkl
pf ) and a cross-sectional difference across regions l and k at time t:

1

Nkl
pf

∑
i∈Ωkl

pf

[lnPfp,kt − lnPplt] =
1

Nkl
pf

∑
i∈Ωkl

pf

[
(lnPpfi,kt − lnPpfi,lt)− (lnξpfi,kt − lnξpfi,kt)

+
1

σp − 1

(
lnSkl

pfi,kt − lnSkl
fp,kt

)
+

1

σp − 1

(
lnλkl

fp,kt − lnλkl
pf,lt

) ]

such that

lnPfp,kt − lnPpf,lt =
1

Nkl
pf

∑
i∈Ωkl

pf

(lnPpfi,kt − lnPpfi,lt) +
1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

(
lnSkl

pfi,kt − lnSkl
pfi,kt

)
+

1

σp − 1

(
lnλkl

fp,kt − lnλkl
pf,lt

)
,

where we have used the normalization that consumer tastes in region l and k for the set of common

varieties sold by firm f in region l and k, are the same on average. Then, we can plug this expression

into the expression for lnPp,kt − lnPp,lt to arrive at the final decomposition:

lnPp,kt − lnPp,lt

=
1

Nkl
p

∑
f∈Ωkl

p

[
1

Nkl
pf

∑
i∈Ωkl

pf

(lnPpfi,kt − lnPpfi,lt)

+
1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

(
lnSkl

pfi,kt − lnSkl
pfi,kt

)
+

1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

(
lnλkl

fp,kt − lnλkl
pf,lt

) ]

+
1

ηp − 1

1

Nkl
p

∑
fΩkl

p

(
lnSkl

fp,kt − lnSkl
fp,kt

)
+

1

ηp − 1

(
lnλkl

p,kt − λkl
p,lt

)
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such that

lnPp,kt − lnPp,lt

=
1

Nkl
p

∑
f∈Ωkl

p

[
1

Nkl
pf

∑
i∈Ωkl

pf

(lnPpfi,kt − lnPpfi,lt)

]

+
1

Nkl
p

∑
f∈Ωkl

p

[
1

ηp − 1

(
lnSkl

fp,kt − lnSkl
fp,kt

)
+

1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

(
lnSkl

fp,kt − lnSkl
fp,kt

) ]

+
1

ηp − 1

(
lnλkl

p,kt − lnλkl
p,lt

)
+

1

Nkl
p

∑
f∈Ωkl

p

[
1

σp − 1

(
lnλkl

fp,kt − lnλkl
pf,lt

) ]

To arrive at:

lnPp,kt − lnPp,lt =
1

Nkl
p

∑
f∈Ωkl

p

[
1

Nkl
pf

∑
i∈Ωkl

pf

[(lnMCpfi,kt − lnMCpfi,lt) + (lnMpfi,kt − lnMpfi,lt)]

]
︸ ︷︷ ︸

LOP deviations: Marginal cost + Markups

+
1

Nkl
p

∑
f∈Ωkl

p

[
1

ηp − 1

(
lnSkl

fp,kt − lnSkl
fp,kt

)
+

1

σp − 1

1

Nkl
pf

∑
i∈Ωkl

pf

(
lnSkl

fp,kt − lnSkl
fp,kt

) ]
︸ ︷︷ ︸

Differences in Tastes

+
1

ηp − 1

(
lnλkl

p,kt − lnλkl
p,lt

)
+

1

Nkl
p

∑
f∈Ωkl

p

[
1

σp − 1

(
lnλkl

fp,kt − lnλkl
pf,lt

) ]
︸ ︷︷ ︸

Differences in Choice sets
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Figure I.1: Difference in household characteristics

(a) European Union
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(b) United States of America
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This figure compares the share accounted for by different household characteristics between international and domestic
region pairs that are geographically close in the sense of Proposition 1. To compute these numbers, we compute for
each region pair the absolute difference in the share accounted for by households that purchased in a particular product
category in a particular year. The computation of the shares is based on the population weights. We then compute the
difference in the absolute difference accounted for by these different household characteristics for each product category
and year for each matched international and domestic region pair. The point is the mean and the wiskers represent the 5th
and 95th of the distribution of across categories, years and matched international and domestic region pairs.

J Decomposition under an alternative normalization

In this appendix, we derive a more general decomposition that is valid when we restrict a generalized

mean of order r of taste levels to be the same across regions. This also highlights how the baseline

decomposition is a limiting case of this more general decomposition.

J.1 Building blocks

For expositional convenience we repeat relations of the demand system.

Upper nest Suppose that the unit expenditure function is given by:

Pp,lt =

 ∑
f∈Ωp,lt

(
Ppf,lt

ξpf,lt

)1−ηp

 1
1−ηp
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By Shephard’s Lemma, we have that:

Spf,lt ≡
Ppf,ltQpf,lt∑

f ′∈Ωp,lt
Ppf ′,ltQpf ′,lt

=

 Ppf,lt

ξpf,lt

Pp,lt

1−ηp

Alternatively, we can write:

Pp,lt =
Ppf,lt

ξpf,lt
S

1
1−ηp

pf,lt , ∀ f ∈ Ωp,lt

Note that we can re-write Spf,lt as:

Spf,lt ≡
Ppf,ltQpf,lt∑

f ′∈Ωp,lt
Ppf ′,ltQpf ′,lt

=
Ppf,ltQpf,lt∑

f ′∈Ωkt
p,t
Ppf ′,ltQpf ′,lt

∑
f ′∈Ωkt

p,t
Ppf ′,ltQpf ′,lt∑

f ′∈Ωp,lt
Ppf ′,ltQpf ′,lt

= Skl
pf,ltλ

kl
p,t

where Ωkt
p,t ≡ Ωp,lt ∩ Ωp,kt. Given this, we can write

Pp,lt =
Ppf,lt

ξpf,lt

(
Skl
pf,ltλ

kl
p,lt

) 1
1−ηp , ∀ f ∈ Ωkt

p,t

Lower nest Suppose that the unit expenditure function is given by:

Ppf,lt =

 ∑
f∈Ωpf,lt

(
Ppfi,lt

ξpfi,lt

)1−σp

 1
1−σp

Using similar steps, we can write:

Pfp,lt =
Ppfi,lt

ξpfi,lt

(
Skl
pfi,ltλ

kl
pf,lt

) 1
1−σp , ∀ f ∈ Ωkt

pf,t

where Ωkt
pf,t ≡ Ωpf,lt ∩ Ωpf,kt.

J.2 A more general decomposition

Given the previous building blocks, we can write:

Pp,lt =
Ppf,lt

ξpf,lt

(
Skl
pf,ltλ

kl
p,lt

) 1
1−ηp

=
Ppfi,lt

ξpfi,ltξpf,lt

(
Skl
pfi,ltλ

kl
pf,lt

) 1
1−σp

(
Skl
pf,ltλ

kl
p,lt

) 1
1−ηp
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Take a generalized mean of order r2 over i ∈ Ωkt
pf,t over the following expression:

Pp,ltξpfi,ltξpf,lt = Ppfi,lt

(
Skl
pfi,ltλ

kl
pf,lt

) 1
1−σp

(
Skl
pf,ltλ

kl
p,lt

) 1
1−ηp

which becomes:

 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2

Pp,ltξpf,lt =

 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2 1
r2 (

λkl
pf,lt

) 1
1−σp

(
Skl
pf,ltλ

kl
p,lt

) 1
1−ηp

Now, take a generalized mean of order r1 over f ∈ Ωkt
p,t over the previous expression:

 1

Nkl
p,t

∑
f∈Ωkt

p,t


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2

ξpf,lt


r1

1
r1

Pp,lt

=

 1

Nkl
p,t

∑
f∈Ωkt

p,t


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2 1
r2 (

λkl
pf,lt

) 1
1−σp

(
Skl
pf,lt

) 1
1−ηp


r1

1
r1 (

λkl
p,lt

) 1
1−ηp

Take the ratio of this expression in location k and l such that:

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,kt

) 1
r2 ξpf,kt

]r1] 1
r1

Pp,kt[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,lt

) 1
r2 ξpf,lt

]r1] 1
r1

Pp,lt

=

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,kt

(
Skl
pfi,kt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,kt

) 1
1−σp

(
Skl
pf,kt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,kt

) 1
1−ηp

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,lt

) 1
1−σp

(
Skl
pf,lt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,lt

) 1
1−ηp

If

 1

Nkl
p,t

∑
f∈Ωkt

p,t


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,kt

 1
r2

ξpf,kt


r1

1
r1

=

 1

Nkl
p,t

∑
f∈Ωkt

p,t


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2

ξpf,lt


r1

1
r1

(J.1)
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we have that:

Pp,kt

Pp,lt

=

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,kt

(
Skl
pfi,kt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,kt

) 1
1−σp

(
Skl
pf,kt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,kt

) 1
1−ηp

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,lt

) 1
1−σp

(
Skl
pf,lt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,lt

) 1
1−ηp

Now, note that:

Pp,kt

Pp,lt

=

∏
f∈Ωkt

p,t

∏
i∈Ωkt

pf,t

(
Ppfi,kt

Ppfi,lt

)ωkl
pfi,t

∏
f∈Ωkt

p,t

∏
i∈Ωkt

pf,t

(
Ppfi,lt

Ppfi,kt

)ωkl
pfi,t

∏
f∈Ωkt

p,t

(
λkl
pf,kt

λkl
pf,lt

) 1
1−σp

1

Nkl
p,t

∏
f∈Ωkt

p,t

(
λkl
pf,lt

λkl
pf,kt

) 1
1−σp

1

Nkl
p,t

×

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,kt

(
Skl
pfi,kt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,kt

) 1
1−σp

(
Skl
pf,kt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,kt

) 1
1−ηp

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,lt

) 1
1−σp

(
Skl
pf,lt

) 1
1−ηp

]r1] 1
r1 (

λkl
p,lt

) 1
1−ηp

such that:

Pp,kt

Pp,lt

=
∏

f∈Ωkt
p,t

 ∏
i∈Ωkt

pf,t

(
Ppfi,kt

Ppfi,lt

)ωkl
pfi,t


︸ ︷︷ ︸

Price differences

(
λkl
p,kt

λkl
p,lt

) 1
1−ηp ∏

f∈Ωkt
p,t

(
λkl
pf,kt

λkl
pf,lt

) 1
1−σp

1

Nkl
p,t

︸ ︷︷ ︸
Product availability differences

×

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,kt

(
Skl
pfi,kt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,kt

) 1
1−σp

(
Skl
pf,kt

) 1
1−ηp

]r1] 1
r1

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t

(
Ppfi,lt

(
Skl
pfi,lt

) 1
1−σp

)r2) 1
r2
(
λkl
pf,lt

) 1
1−σp

(
Skl
pf,lt

) 1
1−ηp

]r1] 1
r1

︸ ︷︷ ︸
Taste differences

× 1∏
f∈Ωkt

p,t

∏
i∈Ωkt

pf,t

(
Ppfi,lt

Ppfi,kt

)ωkl
pfi,t∏

f∈Ωkt
p,t

(
λkl
pf,lt

λkl
pf,kt

) 1
1−σp

1

Nkl
p,t︸ ︷︷ ︸

Taste differences - ctd.
(J.2)

The expression that measures taste differences is the difference between a price index that allows for

price, product availability and taste differences under the restriction that a generalized mean of the

taste levels is the same between location k and l and the price index that measures price and product

availability differences in absence of taste differences. By definition, the measurement of price and

product availability differences are unaffected by the particular restriction, i.e. the choice of r1 and

r2, we impose on taste differences.
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J.3 Baseline decomposition as a limiting case

We show that the decomposition that underlies our baseline results, is a limiting case, i.e. r1 → 0 and

r2 → 0, of the more decomposition derived in the previous section.

Restriction on taste differences We start by showing that the restriction that underlies the baseline

results: ∏
f∈Ωkl

p,t

ξ

1

Nkl
p,t

pf,kt =
∏

f∈Ωkl
p,t

ξ

1

Nkl
p,t

pf,lt ,
∏

i∈Ωkl
pf,t

ξ

1

Nkl
pf,t

pfi,kt =
∏

i∈Ωkl
pf,t

ξ

1

Nkl
pf,t

pfi,lt ,∀ f ∈ Ωkl
p,t (J.3)

are sufficient conditions such that the limit of the more general restriction in (J.1) when r1 → 0 and

r2 → 0 is one. To see this note that if the limit of the denominator is different from zero, we have

that:

lim
r1→0

lim
r2→0

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,kt

) 1
r2 ξpf,kt

]r1] 1
r1

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,lt

) 1
r2 ξpf,lt

]r1] 1
r1

=

lim
r1→0

lim
r2→0

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,kt

) 1
r2 ξpf,kt

]r1] 1
r1

lim
r1→0

lim
r2→0

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,lt

) 1
r2 ξpf,lt

]r1] 1
r1
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To see that this statement is true, note that:

lim
r1→0

lim
r2→0

 1

Nkl
p,t

∑
f∈Ωkt

p,t


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2

ξpf,lt


r1

1
r1

= lim
r1→0

exp

 lim
r2→0

ln
(

1
Nkl

p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,lt

) 1
r2 ξpf,lt

]r1)
r1


= lim

r1→0
exp

 1

Nkl
p,t

∑
f∈Ωkt

p,t

ln


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2

ξpf,lt




= lim
r1→0

exp

 1

Nkl
p,t

∑
f∈Ωkt

p,t

ln(ξpf,lt) +
1

Nkl
p,t

∑
f∈Ωkt

p,t

ln


 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1
r2




= lim
r1→0

∏
f∈Ωkt

p,t

ξ

1

Nkl
p,t

pf,lt

∏
f∈Ωkt

p,t

 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1

Nkl
p,t

1
r2

where the first equality uses that exp(·) is a continuous function over its full domain and the second

equality applies l’Hopital’s limit rule. Turn to the outer limit:

lim
r1→0

∏
f∈Ωkt

p,t

ξ

1

Nkl
p,t

pf,lt

∏
f∈Ωkt

p,t

 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1

Nkl
p,t

1
r2

=
∏

f∈Ωkt
p,t

ξ

1

Nkl
p,t

pf,lt

∏
f∈Ωkt

p,t

lim
r2→0

 1

Nkl
pf,t

∑
i∈Ωkt

pf,t

ξr2pfi,lt

 1

Nkl
p,t

1
r2

=
∏

f∈Ωkt
p,t

ξpf,lt ∏
i∈Ωkt

pf,t

(ξpfi,lt)
1

Nkl
pf,t

 1

Nkl
p,t

where the first equality uses the fact that the finite limit of a product is the product of the finite limits

and the second equality follows from repeating the same steps as before. Clearly as denominator is
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different from zero, we have that:

lim
r1→0

lim
r2→0

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,kt

) 1
r2 ξpf,kt

]r1] 1
r1

[
1

Nkl
p,t

∑
f∈Ωkt

p,t

[(
1

Nkl
pf,t

∑
i∈Ωkt

pf,t
ξr2pfi,lt

) 1
r2 ξpf,lt

]r1] 1
r1

=

∏
f∈Ωkt

p,t

ξ 1

Nkl
p,t

pf,kt

(∏
i∈Ωkt

pf,t

(
ξ

1

Nkl
pf,t

pfi,kt

)) 1

Nkl
p,t


∏

f∈Ωkt
p,t

ξ 1

Nkl
p,t

pf,lt

(∏
i∈Ωkt

pf,t

(
ξ

1

Nkl
pf,t

pfi,lt

)) 1

Nkl
p,t



=

∏
f∈Ωkl

p,t
ξ

1

Nkl
p,t

pf,kt∏
f∈Ωkl

p,t
ξ

1

Nkl
p,t

pf,lt

∏
f∈Ωkl

p,t


∏

i∈Ωkt
pf,t

(
ξ

1

Nkl
pf,t

pfi,kt

)
∏

i∈Ωkt
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which shows that the conditions in (J.3) are sufficient such that (J.1) is one when r1 → 0 and r2 → 0.

Decomposition. To show that the limit of the more general decomposition in (J.2) reduces to the

baseline decomposition in the text when r1 → 0 and r2 → 0, note that it is sufficient to compute the

following limit:
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if the limit of the denominator is not zero, which we now show:
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where the first equality uses that exp(·) is a continuous function over its full domain and the second

equality applies l’Hopital’s limit rule. Turn to the outer limit:
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where the first equality uses the fact that the finite limit of a product is the product of the finite limits

and the second equality follows from repeating the same steps as before. Clearly as denominator is
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different from zero, we have that:
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which is the baseline decomposition.

K Robustness of the elasticity estimates

K.1 Robustness of the variety-level elasticities
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Figure K.1: Elasticity of substitution σp: Monthly frequency
∑

t∈y(t)⊮(Pi,ltCi,lt > 0) ≥ 0.5
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L Robustness of cross-border segmentation results

Table L.1: Robustness: Matching - Cutoff: 10% and Nr. controls: 2

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3956∗∗∗ .3191∗∗∗ .0969∗∗∗ .3016∗∗∗

[.3725, .4344] [.3025, .3451] [.0959, .0978] [.281, .3295]

E
[
Ŷ kl
p,t(0)

]
.2499 .2293 .0125 .0407

Nr. treated 153 153 153 153
Nr. matched units 2 2 2 2
Nr. unique controls 106 106 106 106
Nr. obs 18,607 18,607 18,607 18,607

USA

γ̂Y,ε .0164∗∗∗ .0168∗∗∗ .0061∗∗∗ .0173∗∗∗

[.0126, .0196] [.014, .0197] [.0058, .0064] [.0156, .0192]

Ê
[
Ŷ kl
p,t(0)

]
.4061 .3484 .0242 .0906

Nr. treated 620 620 620 620
Nr. matched units 2 2 2 2
Nr. unique controls 109 109 109 109
Nr. obs 72,852 72,852 72,852 72,852

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from two matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.2: Robustness: Matching - Cutoff: 10% and Nr. controls: 3

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .395∗∗∗ .3186∗∗∗ .0968∗∗∗ .3006∗∗∗

[.3696, .4338] [.3016, .3439] [.0958, .0976] [.2803, .329]

E
[
Ŷ kl
p,t(0)

]
.2466 .2265 .0125 .0402

Nr. treated 154 154 154 154
Nr. matched units 3 3 3 3
Nr. unique controls 116 116 116 116
Nr. obs 26,192 26,192 26,192 26,192

USA

γ̂Y,ε .0177∗∗∗ .0173∗∗∗ .0062∗∗∗ .0187∗∗∗

[.0141, .0201] [.0144, .0201] [.0059, .0065] [.0172, .0208]

Ê
[
Ŷ kl
p,t(0)

]
.4067 .3494 .0242 .0902

Nr. treated 623 623 623 623
Nr. matched units 3 3 3 3
Nr. unique controls 116 116 116 116
Nr. obs 99,464 99,464 99,464 99,464

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from three matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.3: Robustness: Matching - Cutoff: 20% and Nr. controls: 1

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3988∗∗∗ .316∗∗∗ .0912∗∗∗ .3245∗∗∗

[.3713, .4409] [.2969, .3382] [.0905, .0921] [.3036, .3578]

E
[
Ŷ kl
p,t(0)

]
.2618 .2388 .0125 .0417

Nr. treated 344 344 344 344
Nr. matched units 1 1 1 1
Nr. unique controls 146 146 146 146
Nr. obs 23,392 23,392 23,392 23,392

USA

γ̂Y,ε .0207∗∗∗ .0214∗∗∗ .0067∗∗∗ .0193∗∗∗

[.0168, .0245] [.0177, .0251] [.0064, .0069] [.0177, .0215]

Ê
[
Ŷ kl
p,t(0)

]
.4115 .3527 .0246 .0911

Nr. treated 1,342 1,342 1,342 1,342
Nr. matched units 1 1 1 1
Nr. unique controls 135 135 135 135
Nr. obs 89,537 89,537 89,537 89,537

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 20%th percentile of the distribution of geographic differences and we construct the counterfactual from one matched
domestic region pair. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.4: Robustness: Matching - Cutoff: 20% and Nr. controls: 2

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .4025∗∗∗ .3185∗∗∗ .0912∗∗∗ .3262∗∗∗

[.3762, .4454] [.2996, .3418] [.0907, .0917] [.3047, .3591]

E
[
Ŷ kl
p,t(0)

]
.2599 .2378 .0127 .0412

Nr. treated 359 359 359 359
Nr. matched units 2 2 2 2
Nr. unique controls 188 188 188 188
Nr. obs 44,388 44,388 44,388 44,388

USA

γ̂Y,ε .0284∗∗∗ .0265∗∗∗ .0065∗∗∗ .021∗∗∗

[.0256, .0316] [.0237, .0296] [.0062, .0067] [.0192, .0234]

Ê
[
Ŷ kl
p,t(0)

]
.4029 .3466 .0249 .0897

Nr. treated 1,361 1,361 1,361 1,361
Nr. matched units 2 2 2 2
Nr. unique controls 139 139 139 139
Nr. obs 165,589 165,589 165,589 165,589

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 20%th percentile of the distribution of geographic differences and we construct the counterfactual from two matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.5: Robustness: Matching - Cutoff: 20% and Nr. controls: 3

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .4067∗∗∗ .3213∗∗∗ .0907∗∗∗ .3255∗∗∗

[.381, .4509] [.3026, .3455] [.0902, .0912] [.3042, .3585]

E
[
Ŷ kl
p,t(0)

]
.2558 .2341 .0128 .041

Nr. treated 359 359 359 359
Nr. matched units 3 3 3 3
Nr. unique controls 211 211 211 211
Nr. obs 63,493 63,493 63,493 63,493

USA

γ̂Y,ε .0303∗∗∗ .0278∗∗∗ .0066∗∗∗ .0219∗∗∗

[.0279, .0334] [.0254, .031] [.0063, .0068] [.02, .0244]

Ê
[
Ŷ kl
p,t(0)

]
.4022 .3463 .0248 .0894

Nr. treated 1,361 1,361 1,361 1,361
Nr. matched units 3 3 3 3
Nr. unique controls 140 140 140 140
Nr. obs 228,673 228,673 228,673 228,673

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from three matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.6: Robustness: Matching - Cutoff: 15% and Nr. controls: 1

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3828∗∗∗ .3063∗∗∗ .0933∗∗∗ .3093∗∗∗

[.3576, .4202] [.2877, .3273] [.0924, .0942] [.289, .3408]

E
[
Ŷ kl
p,t(0)

]
.267 .2432 .0128 .0433

Nr. treated 248 248 248 248
Nr. matched units 1 1 1 1
Nr. unique controls 116 116 116 116
Nr. obs 16,864 16,864 16,864 16,864

USA

γ̂Y,ε .0166∗∗∗ .0181∗∗∗ .0063∗∗∗ .0171∗∗∗

[.0127, .0206] [.015, .0214] [.006, .0066] [.0153, .019]

Ê
[
Ŷ kl
p,t(0)

]
.4116 .3528 .0245 .0913

Nr. treated 977 977 977 977
Nr. matched units 1 1 1 1
Nr. unique controls 124 124 124 124
Nr. obs 65,186 65,186 65,186 65,186

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 15%th percentile of the distribution of geographic differences and we construct the counterfactual from one matched
domestic region pair. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.7: Robustness: Matching - Cutoff: 15% and Nr. controls: 2

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3939∗∗∗ .3154∗∗∗ .0932∗∗∗ .3131∗∗∗

[.3694, .4347] [.2969, .3379] [.0926, .0938] [.2925, .3443]

E
[
Ŷ kl
p,t(0)

]
.2617 .2394 .0129 .0421

Nr. treated 255 255 255 255
Nr. matched units 2 2 2 2
Nr. unique controls 145 145 145 145
Nr. obs 31,334 31,334 31,334 31,334

USA

γ̂Y,ε .0241∗∗∗ .0228∗∗∗ .006∗∗∗ .0189∗∗∗

[.0215, .027] [.0198, .026] [.0058, .0063] [.0172, .0211]

Ê
[
Ŷ kl
p,t(0)

]
.4023 .3462 .0248 .0896

Nr. treated 990 990 990 990
Nr. matched units 2 2 2 2
Nr. unique controls 130 130 130 130
Nr. obs 119,286 119,286 119,286 119,286

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 15%th percentile of the distribution of geographic differences and we construct the counterfactual from two matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.8: Robustness: Matching - Cutoff: 15% and Nr. controls: 3

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3994∗∗∗ .3198∗∗∗ .0931∗∗∗ .3121∗∗∗

[.3743, .4415] [.301, .3451] [.0924, .0935] [.2918, .3428]

E
[
Ŷ kl
p,t(0)

]
.2545 .2333 .0129 .0412

Nr. treated 255 255 255 255
Nr. matched units 3 3 3 3
Nr. unique controls 161 161 161 161
Nr. obs 44,319 44,319 44,319 44,319

USA

γ̂Y,ε .0248∗∗∗ .0232∗∗∗ .0062∗∗∗ .0199∗∗∗

[.0221, .0273] [.021, .0261] [.0059, .0064] [.0182, .0223]

Ê
[
Ŷ kl
p,t(0)

]
.4035 .3474 .0248 .0895

Nr. treated 990 990 990 990
Nr. matched units 3 3 3 3
Nr. unique controls 133 133 133 133
Nr. obs 163,647 163,647 163,647 163,647

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 15%th percentile of the distribution of geographic differences and we construct the counterfactual from three matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.9: Robustness: Matching - Cutoff: 5% and Nr. controls: 1

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .369∗∗∗ .3009∗∗∗ .1009∗∗∗ .2685∗∗∗

[.3443, .3979] [.2799, .3238] [.0991, .1028] [.2502, .2924]

E
[
Ŷ kl
p,t(0)

]
.2476 .226 .0125 .043

Nr. treated 68 68 68 68
Nr. matched units 1 1 1 1
Nr. unique controls 41 41 41 41
Nr. obs 4,624 4,624 4,624 4,624

USA

γ̂Y,ε .0103∗∗∗ .0095∗∗∗ .0058∗∗∗ .0164∗∗∗

[.0037, .0153] [.0032, .0152] [.0054, .0063] [.0145, .018]

Ê
[
Ŷ kl
p,t(0)

]
.3987 .3438 .0236 .0871

Nr. treated 256 256 256 256
Nr. matched units 1 1 1 1
Nr. unique controls 63 63 63 63
Nr. obs 17,084 17,084 17,084 17,084

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 5%th percentile of the distribution of geographic differences and we construct the counterfactual from one matched
domestic region pair. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.10: Robustness: Matching - Cutoff: 5% and Nr. controls: 2

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3793∗∗∗ .3088∗∗∗ .1023∗∗∗ .2712∗∗∗

[.3512, .4158] [.2871, .3379] [.1009, .1035] [.2527, .2945]

E
[
Ŷ kl
p,t(0)

]
.2409 .2221 .0125 .0411

Nr. treated 75 75 75 75
Nr. matched units 2 2 2 2
Nr. unique controls 50 50 50 50
Nr. obs 8,387 8,387 8,387 8,387

USA

γ̂Y,ε .0064∗∗ .0063∗∗∗ .0058∗∗∗ .0157∗∗∗

[.0006, .012] [.0015, .0121] [.0054, .0061] [.014, .0176]

Ê
[
Ŷ kl
p,t(0)

]
.402 .3461 .0238 .0888

Nr. treated 271 271 271 271
Nr. matched units 2 2 2 2
Nr. unique controls 72 72 72 72
Nr. obs 29,809 29,809 29,809 29,809

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 5%th percentile of the distribution of geographic differences and we construct the counterfactual from two matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.11: Robustness: Matching - Cutoff: 5% and Nr. controls: 3

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3753∗∗∗ .3045∗∗∗ .1036∗∗∗ .2681∗∗∗

[.3491, .4114] [.283, .3327] [.1024, .1045] [.2494, .2909]

E
[
Ŷ kl
p,t(0)

]
.2381 .2202 .0124 .0399

Nr. treated 75 75 75 75
Nr. matched units 3 3 3 3
Nr. unique controls 53 53 53 53
Nr. obs 11,675 11,675 11,675 11,675

USA

γ̂Y,ε .0107∗∗∗ .0094∗∗∗ .0057∗∗∗ .0167∗∗∗

[.0074, .015] [.0055, .0135] [.0054, .006] [.0151, .0187]

Ê
[
Ŷ kl
p,t(0)

]
.4026 .3466 .024 .0895

Nr. treated 272 272 272 272
Nr. matched units 3 3 3 3
Nr. unique controls 79 79 79 79
Nr. obs 39,572 39,572 39,572 39,572

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. To implement the estimator, we consider international region pairs within
the 5%th percentile of the distribution of geographic differences and we construct the counterfactual from three matched
domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column (2) for taste differences(

T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed

under the assumption of nested CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.12: Robustness: Elasticities - Cutoff: 10% and Nr. controls: 1 - Europe

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

η̂ + 0, σ̂ + 0

γ̂Y,ε .3787∗∗∗ .3041∗∗∗ .0967∗∗∗ .2972∗∗∗

[.3548, .4114] [.2866, .3276] [.0953, .0977] [.2768, .3259]

η̂ + 0, σ̂ + 1

γ̂Y,ε .3259∗∗∗ .2684∗∗∗ .0967∗∗∗ .2514∗∗∗

[.3168, .3403] [.2595, .2794] [.0953, .0977] [.2432, .2615]

η̂ + 0, σ̂ + 2

γ̂Y,ε .3181∗∗∗ .2628∗∗∗ .0967∗∗∗ .2423∗∗∗

[.3097, .3314] [.2538, .274] [.0953, .0977] [.2346, .2538]

η̂ + 0, σ̂ + 3

γ̂Y,ε .3158∗∗∗ .2611∗∗∗ .0967∗∗∗ .239∗∗∗

[.3077, .3284] [.252, .2725] [.0953, .0977] [.2312, .2506]

η̂ + 1, σ̂ + 0

γ̂Y,ε .3213∗∗∗ .2337∗∗∗ .0967∗∗∗ .2126∗∗∗

[.2954, .358] [.2168, .2553] [.0953, .0977] [.1938, .2438]

η̂ + 1, σ̂ + 1

γ̂Y,ε .2323∗∗∗ .176∗∗∗ .0967∗∗∗ .1496∗∗∗

[.2268, .2388] [.1715, .1812] [.0953, .0977] [.1462, .1549]

η̂ + 1, σ̂ + 2

γ̂Y,ε .2111∗∗∗ .1634∗∗∗ .0967∗∗∗ .1337∗∗∗

[.2077, .2149] [.1597, .1663] [.0953, .0977] [.1312, .1361]

η̂ + 1, σ̂ + 3

γ̂Y,ε .2023∗∗∗ .1586∗∗∗ .0967∗∗∗ .1268∗∗∗

[.1993, .2059] [.1552, .1615] [.0953, .0977] [.1246, .129]

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. We show the results for eight different scenarios in which we vary the
distribution of elasticities. In particular, we shift the full distribution of estimated variety-level elasticities by zero, one,
two and three and distribution of estimated firm-level elasticities by zero or one between scenarios. To implement the
estimator, we consider international region pairs within the 10%th percentile of the distribution of geographic differences
and we construct the counterfactual from three matched domestic region pairs. Column (1) shows the results for cost-
of-living differences
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T kl
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)
, column (3) for price differences
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Lkl
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and column

(4) for product availability differences
(
Λkl
p,t

)
computed under the assumption of nested CES preferences. We compute

these estimates under the baseline setup with a distance cut-off of 10% and one matched domestic region pair. Block-
bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw with
replacement households using population weights and elasticities of substitution from their empirical distributions. Given
this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-living
differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.13: Robustness: Elasticities - Cutoff: 10% and Nr. controls: 1 - USA

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

η̂ + 0, σ̂ + 0

γ̂Y,ε .0049∗ .0092∗∗∗ .0062∗∗∗ .0145∗∗∗

[−.0008, .0098] [.005, .0138] [.0059, .0065] [.0127, .0165]

η̂ + 0, σ̂ + 1

γ̂Y,ε .0141∗∗∗ .0151∗∗∗ .0062∗∗∗ .0166∗∗∗

[.0109, .0167] [.0115, .0182] [.0059, .0065] [.015, .0184]

η̂ + 0, σ̂ + 2

γ̂Y,ε .0174∗∗∗ .0173∗∗∗ .0062∗∗∗ .0177∗∗∗

[.0144, .0204] [.014, .0201] [.0059, .0065] [.0161, .0194]

η̂ + 0, σ̂ + 3

γ̂Y,ε .0193∗∗∗ .0185∗∗∗ .0062∗∗∗ .0183∗∗∗

[.0163, .0222] [.0155, .0215] [.0059, .0065] [.0168, .0201]

η̂ + 1, σ̂ + 0

γ̂Y,ε −.0074∗∗∗ −.0028∗ .0062∗∗∗ .0046∗∗∗

[−.0118,−.004] [−.0062, .0004] [.0059, .0065] [.0034, .0056]

η̂ + 1, σ̂ + 1

γ̂Y,ε .0005 .002∗∗∗ .0062∗∗∗ .0054∗∗∗

[−.0011, .0025] [.0001, .0037] [.0059, .0065] [.005, .0058]

η̂ + 1, σ̂ + 2

γ̂Y,ε .0038∗∗∗ .004∗∗∗ .0062∗∗∗ .006∗∗∗

[.0024, .0054] [.0023, .0052] [.0059, .0065] [.0057, .0064]

η̂ + 1, σ̂ + 3

γ̂Y,ε .0057∗∗∗ .0052∗∗∗ .0062∗∗∗ .0065∗∗∗

[.0043, .007] [.0037, .0063] [.0059, .0065] [.0061, .0069]

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-living
differences for EU and US regions separately. We show the results for eight different scenarios in which we vary the
distribution of elasticities. In particular, we shift the full distribution of estimated variety-level elasticities by zero, one,
two and three and distribution of estimated firm-level elasticities by zero or one between scenarios. To implement the
estimator, we consider international region pairs within the 10%th percentile of the distribution of geographic differences
and we construct the counterfactual from three matched domestic region pairs. Column (1) shows the results for cost-
of-living differences
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(4) for product availability differences
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)
computed under the assumption of nested CES preferences. We compute

these estimates under the baseline setup with a distance cut-off of 10% and one matched domestic region pair. Block-
bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw with
replacement households using population weights and elasticities of substitution from their empirical distributions. Given
this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-living
differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.14: Robustness: CES - Cutoff: 10% and Nr. controls: 1

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3304∗∗∗ .2486∗∗∗ .1403∗∗∗ .4252∗∗∗

[.3012, .3794] [.2196, .2813] [.1389, .142] [.3844, .4898]

Ê
[
Ŷ kl
p,t(0)

]
.1559 .1308 .013 .0391

Nr. treated 146 146 146 146
Nr. matched units 1 1 1 1
Nr. unique controls 81 81 81 81
Nr. obs 9,928 9,928 9,928 9,928

USA

γ̂Y,ε −.0029∗ −.0029∗∗ .0069∗∗∗ .0167∗∗∗

[−.0072, .0008] [−.0059,−.0004] [.0066, .0073] [.0136, .021]

Ê
[
Ŷ kl
p,t(0)

]
.274 .2183 .0253 .0822

Nr. treated 601 601 601 601
Nr. matched units 1 1 1 1
Nr. unique controls 98 98 98 98
Nr. obs 40,101 40,101 40,101 40,101

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-
living differences for EU and US regions separately. To implement the estimator, we consider international region pairs
within the 5%th percentile of the distribution of geographic differences and we construct the counterfactual from one
matched domestic region pair. Column (1) shows the results for cost-of-living differences

(
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p,t
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, column (2) for taste

differences
(
T kl
p,t

)
, column (3) for price differences

(
Lkl
p,t

)
and column (4) for product availability differences

(
Λkl
p,t

)
computed under the assumption of CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.15: Robustness: CES - Cutoff: 10% and Nr. controls: 2

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3465∗∗∗ .2553∗∗∗ .1403∗∗∗ .4259∗∗∗

[.3137, .3971] [.2265, .2923] [.139, .1418] [.3836, .4878]

Ê
[
Ŷ kl
p,t(0)

]
.1453 .1238 .013 .0362

Nr. treated 153 153 153 153
Nr. matched units 2 2 2 2
Nr. unique controls 106 106 106 106
Nr. obs 18,607 18,607 18,607 18,607

USA

γ̂Y,ε .0051∗∗∗ .0025∗ .0068∗∗∗ .018∗∗∗

[.0019, .0081] [−.0001, .0051] [.0065, .0072] [.0147, .0229]

Ê
[
Ŷ kl
p,t(0)

]
.2666 .2133 .0255 .0812

Nr. treated 620 620 620 620
Nr. matched units 2 2 2 2
Nr. unique controls 109 109 109 109
Nr. obs 72,853 72,853 72,853 72,853

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-
living differences for EU and US regions separately. To implement the estimator, we consider international region pairs
within the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from two
matched domestic region pairs. Column (1) shows the results for cost-of-living differences
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)
computed under the assumption of CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.16: Robustness: CES - Cutoff: 10% and Nr. controls: 3

Y P kl
p,t T kl

p,t Lkl
p,t Λkl

p,t

(1) (2) (3) (4)

EUROPE

γ̂Y,ε .3462∗∗∗ .2556∗∗∗ .1395∗∗∗ .4264∗∗∗

[.3142, .3945] [.2269, .2939] [.1383, .1412] [.3849, .4874]

Ê
[
Ŷ kl
p,t(0)

]
.1425 .1218 .0131 .0352

Nr. treated 154 154 154 154
Nr. matched units 3 3 3 3
Nr. unique controls 116 116 116 116
Nr. obs 26,192 26,192 26,192 26,192

USA

γ̂Y,ε .0069∗∗∗ .0027∗∗ .0069∗∗∗ .0195∗∗∗

[.004, .0099] [.0008, .0047] [.0065, .0071] [.0159, .0248]

Ê
[
Ŷ kl
p,t(0)

]
.2661 .2136 .0255 .0808

Nr. treated 623 623 623 623
Nr. matched units 3 3 3 3
Nr. unique controls 116 116 116 116
Nr. obs 99,467 99,467 99,467 99,467

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, price and cost-of-
living differences for EU and US regions separately. To implement the estimator, we consider international region pairs
within the 10%th percentile of the distribution of geographic differences and we construct the counterfactual from three
matched domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
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differences
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T kl
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)
, column (3) for price differences
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)
and column (4) for product availability differences

(
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p,t

)
computed under the assumption of CES preferences. We show the average absolute difference for the matched domestic
region pairs

(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also provide the number of international region pairs that satisfy

the cut-off condition, the number of domestic region pairs we use to construct the counterfactual and the total number
of unique domestic international pairs we use to construct the counterfactual values. Finally, we provide the number of
observations which also take into account the number of product categories and years that go into computing the estimate.
Block-bootstrapped 5%-95% confidence intervals on 100 iterations. These are constructed as follows. We first draw
with replacement households using population weights and elasticities of substitution from their empirical distributions.
Given this sample of observed prices and quantities and the elasticities of substitution, we construct regional cost-of-
living differences. Finally, these estimated regional cost-of-living differences are then used to construct an estimate of the
differences in absolute values between international and domestic region pairs using the matching estimator. Reported
significance levels are at the p < 0.1∗,p < 0.05∗∗ and p < 0.01∗∗∗ levels.
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Table L.17: Robustness: Markups - Cutoff: 10% and Nr. controls: 1

Y P kl
p,t T kl

p,t MCkl
p,t Mkl

p,t Λkl
p,t

(1) (2) (3) (4) (5)

EUROPE

γ̂Y,ε .3787∗∗∗ .3041∗∗∗ .0917∗∗∗ .0113∗∗∗ .2972∗∗∗

[.3548, .4114] [.2866, .3276] [.0904, .0928] [.0104, .0121] [.2768, .3259]

Ê
[
Ŷ kl
p,t(0)

]
.26 .2372 .021 .0143 .0427

Nr. treated 146 146 146 146 146
Nr. matched units 1 1 1 1 1
Nr. unique controls 81 81 81 81 81
Nr. obs 9,928 9,928 9,928 9,928 9,928

USA

γ̂Y,ε .0049∗ .0092∗∗∗ .0059∗∗∗ .0024∗∗∗ .0145∗∗∗

[−.0008, .0098] [.005, .0138] [.0054, .0063] [.0019, .0028] [.0127, .0165]

Ê
[
Ŷ kl
p,t(0)

]
.4168 .356 .038 .0245 .0926

Nr. treated 0 0 0 0 0
Nr. matched units 1 1 1 1 1
Nr. unique controls 0 0 0 0 0
Nr. obs 40,100 40,100 40,100 40,100 40,100

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, marginal cost, markups
and cost-of-living differences for EU and US regions separately. To implement the estimator, we consider international
region pairs within the 10%th percentile of the distribution of geographic differences and we construct the counterfactual
from one matched domestic region pair. Column (1) shows the results for cost-of-living differences
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and

column (5) for product availability differences
(
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p,t

)
computed under the assumption of nested CES preferences. We

show the average absolute difference for the matched domestic region pairs
(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also

provide the number of international region pairs that satisfy the cut-off condition, the number of domestic region pairs
we use to construct the counterfactual and the total number of unique domestic international pairs we use to construct
the counterfactual values. Finally, we provide the number of observations which also take into account the number of
product categories and years that go into computing the estimate. Block-bootstrapped 5%-95% confidence intervals on
100 iterations. These are constructed as follows. We first draw with replacement households using population weights
and elasticities of substitution from their empirical distributions. Given this sample of observed prices and quantities and
the elasticities of substitution, we construct regional cost-of-living differences. Finally, these estimated regional cost-of-
living differences are then used to construct an estimate of the differences in absolute values between international and
domestic region pairs using the matching estimator. Reported significance levels are at the p < 0.1∗,p < 0.05∗∗ and
p < 0.01∗∗∗ levels.
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Table L.18: Robustness: Markups - Cutoff: 10% and Nr. controls: 2

Y P kl
p,t T kl

p,t MCkl
p,t Mkl

p,t Λkl
p,t

(1) (2) (3) (4) (5)

EUROPE

γ̂Y,ε .3956∗∗∗ .3191∗∗∗ .0918∗∗∗ .0114∗∗∗ .3016∗∗∗

[.3725, .4344] [.3025, .3451] [.0907, .0929] [.0108, .012] [.281, .3295]

Ê
[
Ŷ kl
p,t(0)

]
.2499 .2293 .0211 .0143 .0407

Nr. treated 153 153 153 153 153
Nr. matched units 2 2 2 2 2
Nr. unique controls 106 106 106 106 106
Nr. obs 18,607 18,607 18,607 18,607 18,607

USA

γ̂Y,ε .0164∗∗∗ .0168∗∗∗ .0059∗∗∗ .0025∗∗∗ .0173∗∗∗

[.0126, .0196] [.014, .0197] [.0054, .0063] [.002, .0029] [.0156, .0192]

Ê
[
Ŷ kl
p,t(0)

]
.4061 .3484 .038 .0243 .0906

Nr. treated 0 0 0 0 0
Nr. matched units 2 2 2 2 2
Nr. unique controls 0 0 0 0 0
Nr. obs 72,852 72,852 72,852 72,852 72,852

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, marginal cost, markups
and cost-of-living differences for EU and US regions separately. To implement the estimator, we consider international
region pairs within the 10%th percentile of the distribution of geographic differences and we construct the counterfactual
from two matched domestic region pairs. Column (1) shows the results for cost-of-living differences
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)
, column

(2) for taste differences
(
T kl
p,t

)
, columns (3) and (4) for marginal cost

(
MCkl

p,t

)
and markup differences

(
Mkl

p,t

)
and

column (5) for product availability differences
(
Λkl
p,t

)
computed under the assumption of nested CES preferences. We

show the average absolute difference for the matched domestic region pairs
(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also

provide the number of international region pairs that satisfy the cut-off condition, the number of domestic region pairs
we use to construct the counterfactual and the total number of unique domestic international pairs we use to construct
the counterfactual values. Finally, we provide the number of observations which also take into account the number of
product categories and years that go into computing the estimate. Block-bootstrapped 5%-95% confidence intervals on
100 iterations. These are constructed as follows. We first draw with replacement households using population weights
and elasticities of substitution from their empirical distributions. Given this sample of observed prices and quantities and
the elasticities of substitution, we construct regional cost-of-living differences. Finally, these estimated regional cost-of-
living differences are then used to construct an estimate of the differences in absolute values between international and
domestic region pairs using the matching estimator. Reported significance levels are at the p < 0.1∗,p < 0.05∗∗ and
p < 0.01∗∗∗ levels.

70



Table L.19: Robustness: Markups - Cutoff: 10% and Nr. controls: 3

Y P kl
p,t T kl

p,t MCkl
p,t Mkl

p,t Λkl
p,t

(1) (2) (3) (4) (5)

EUROPE

γ̂Y,ε .395∗∗∗ .3186∗∗∗ .092∗∗∗ .0115∗∗∗ .3006∗∗∗

[.3696, .4338] [.3016, .3439] [.0911, .093] [.011, .0122] [.2803, .329]

Ê
[
Ŷ kl
p,t(0)

]
.2466 .2265 .0211 .0143 .0402

Nr. treated 154 154 154 154 154
Nr. matched units 3 3 3 3 3
Nr. unique controls 116 116 116 116 116
Nr. obs 26,192 26,192 26,192 26,192 26,192

USA

γ̂Y,ε .0177∗∗∗ .0173∗∗∗ .0061∗∗∗ .0028∗∗∗ .0187∗∗∗

[.0141, .0201] [.0144, .0201] [.0057, .0064] [.0023, .0031] [.0172, .0208]

Ê
[
Ŷ kl
p,t(0)

]
.4067 .3494 .0379 .0242 .0902

Nr. treated 0 0 0 0 0
Nr. matched units 3 3 3 3 3
Nr. unique controls 0 0 0 0 0
Nr. obs 99,464 99,464 99,464 99,464 99,464

Notes: This table presents the results of applying the matching estimator to cost-of-living, taste, marginal cost, markups
and cost-of-living differences for EU and US regions separately. To implement the estimator, we consider international
region pairs within the 10%th percentile of the distribution of geographic differences and we construct the counterfactual
from three matched domestic region pairs. Column (1) shows the results for cost-of-living differences

(
P kl
p,t

)
, column

(2) for taste differences
(
T kl
p,t

)
, columns (3) and (4) for marginal cost

(
MCkl

p,t

)
and markup differences

(
Mkl

p,t

)
and

column (5) for product availability differences
(
Λkl
p,t

)
computed under the assumption of nested CES preferences. We

show the average absolute difference for the matched domestic region pairs
(
Ê
[
Ŷ kl
p,t

])
alongside the estimates. We also

provide the number of international region pairs that satisfy the cut-off condition, the number of domestic region pairs
we use to construct the counterfactual and the total number of unique domestic international pairs we use to construct
the counterfactual values. Finally, we provide the number of observations which also take into account the number of
product categories and years that go into computing the estimate. Block-bootstrapped 5%-95% confidence intervals on
100 iterations. These are constructed as follows. We first draw with replacement households using population weights
and elasticities of substitution from their empirical distributions. Given this sample of observed prices and quantities and
the elasticities of substitution, we construct regional cost-of-living differences. Finally, these estimated regional cost-of-
living differences are then used to construct an estimate of the differences in absolute values between international and
domestic region pairs using the matching estimator. Reported significance levels are at the p < 0.1∗,p < 0.05∗∗ and
p < 0.01∗∗∗ levels.
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